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Executive 
Summary



This document has been written against the backdrop of 
growing focus on strengthening the skill development 
ecosystem in India. The ecosystem comprises public and 
private sector participants involved in activities ranging 
from policy formulation and establishing national standards 
for training, to actual delivery of training and assessment. 
A large part of the current skill development efforts are 
funded by governments (both central and state) and 
structured as schemes or programmes. With several 
institutions executing such schemes, the National Skill 
Development Agency (NSDA), deemed that minimum 
standards to monitor and evaluate any skilling scheme 
should be developed. 

This case study document is part of a three-part 
submission to NSDA, by the Asian Development Bank 
Technical Assistance (ADB TA) Team. The document 
analyses some common elements of the Monitoring and 
Evaluation (M&E) frameworks of five institutions/agencies. 
These institutions vary in mandate and geographic scope, 
from multilateral and regional development organizations, 
to national government agencies in developing countries. 
In developing this document, the ADB TA team conducted 
secondary research and interviews with practitioners, as 
well as engaged with M&E experts. Based on this research 
and discussions, the team identified the following five 
institutions as case studies: (i) ADB, (ii) World Bank, (iii) 
International Labour Organisation, (iv) Technical Education 
and Skills Development Authority (Philippines), and (v) 
Department of Higher Education and Training (DHET) and 
other institutions (South Africa). While (i) and (ii) represent 
the application of general M&E practices, (iii) represents 
skill-specific M&E practices, and (iv) and (v) represent 
country-specific M&E frameworks for skill development. 

Each case study focuses on some common elements 
that are key to designing a robust M&E framework, and 
discusses how the respective institutions apply and 
use each of these elements in practice. In doing so, it 
highlights critical aspects of the design and application 
of an M&E framework namely, the results chain, list of 
indicators, monitoring and evaluation plan, data collection 
methodology, reporting and dissemination and governance. 
We summarize the findings across the five case 
studies below.

The use of results-based monitoring and evaluation is 
the cornerstone of every case study. The preparation of a 
results chain is key during the design phase of any project 
or programme and is applicable in the Indian context 
as well. Interestingly, institutions such as the ADB and 
World Bank also integrate larger country or thematic 

goals with the goals of specific projects, so that project 
level objectives cascade up to larger national priorities. In 
India, with ambitious national goals and a large number of 
schemes and executing agencies for skill development, it 
may be useful to formally align and measure how individual 
schemes are contributing to broader national priorities 
and targets, with a view to understanding how such 
contributions can be strengthened. 

The determination, early on, of a set of indicators to 
measure progress is another important facet of all case 
studies. We observe that indicators are generally set and 
tracked for output, outcome and impact levels. The ADB, 
ILO and World Bank all determine indicators and set targets 
at the project design stage itself.  While output level 
indicators are measured on an ongoing basis, outcome 
and impact level indicators are likely measured over a 
longer period, often through evaluation studies. In some 
cases, we also noted that institutions have developed 
a pre-determined list of standard indicators. The Asian 
Development Bank and World Bank go a step further, 
using a tiered set of indicators, e.g., different levels of 
indicators to measure national progress, project progress, 
and organizational effectiveness. In the case of India, 
preparing a standard list of indicators could be invaluable 
given the diversity and volume of schemes being run. Such 
a list would also enable the aggregation of results across 
different schemes. 

After preparing a results chain and a list of indicators, 
a monitoring and evaluation plan brings together the 
baselines and targets for various indicators, arrangements 
for monitoring and evaluation, means of verifying the 
data and responsibility. We observe each institution has 
a defined format for preparing such plans, though often 
known by a different title e.g. “Design and Monitoring 
Framework” for the ADB, and the “Results Framework” for 
the World Bank. The government of South Africa defines 
a broader system for M&E, known as the “Government-
wide Monitoring and Evaluation System”. Skill development 
schemes in India could benefit from using M&E plans, 
as they provide a clear blueprint for how results will be 
measured and therefore also enable decision makers 
to measure performance against a pre-determined 
action plan. 

Multilateral or regional development organizations in 
particular place considerable focus on evaluation studies. 
Our research revealed that such studies are conducted for 
two main purposes - to enhance organisational learning 
and evaluate the achievement of impacts. For large public 
sector programmes, both are critical.  These organizations 
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also typically have two levels of evaluation – self-evaluation 
by those directly involved in projects, and independent 
evaluation by a separate department that is not engaged 
in project implementation. A standard rating system is 
sometimes used to assess which projects are/are not on 
track to meet objectives, or have/have not been successful. 
The agencies use different types of studies, depending 
on the questions that need to be answered. Costs of 
evaluations are also an important consideration when 
deciding the quantum and frequency of such studies. 
This offers learnings in the Indian context, where the 
implementing agencies themselves could conduct a basic 
level of assessment of schemes, and more detailed, 
independent assessments could be conducted by NSDA 

or a third-party. These would ideally be accompanied by 
corresponding budgets.

In most of the case studies, we found significant emphasis 
on validating, reporting and disseminating results.  For 
example, TESDA’s independent evaluation studies undergo 
a detailed feedback and validation process with key 
stakeholders before being finalized. The World Bank and 
ADB place considerable emphasis on regular project level 
reporting, to ensure that course corrections take place in a 
timely manner. In many cases, the institutions disseminate 
the results of evaluation studies publicly on external 
websites, to ensure transparency and accountability.  There 
is also considerable focus on ensuring a consistent set 



of organization-wide guidelines or standards to ensure 
consistency of reporting and evaluation processes across 
the institution. The World Bank for example, standardizes 
reporting formats across different stages of a project life 
cycle, such as design, implementation and completion. 
In South Africa, a government-wide approach to M&E 
and standard guidelines for evaluations of government 
programmes are clearly defined and documented. In India, 
with multiple institutions involved in administering training 
programmes and significant focus on public accountability, 
a common set of reporting and dissemination guidelines as 
well as standard guidelines for evaluation, could facilitate 
consistency of reporting across schemes and strengthen 
transparency of results. 

In summary, the operations of a wide range of institutions 
involved in skill development activities provide an 
opportunity for learning. Development of minimum 
standards and guidelines are a common feature and 
highlight the importance in the Indian context. A 
comprehensive monitoring and evaluation framework is 
an essential tool for decision makers to ensure efficacy 
and impact of government skill development schemes. An 
understanding of common elements of international M&E 
frameworks will inform and strengthen efforts to design an 
Indian (TVET/skill) M&E framework. 
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Background



The National Skill Development Agency (NSDA), 
Government of India, is an autonomous body under the 
Ministry of Skill Development and Entrepreneurship 
(MSDE), which coordinates and harmonizes the skill 
development efforts of the Indian government and the 
private sector. Currently, skill development interventions 
or schemes are offered by nearly 22 ministries that are 
involved in training delivery through 70+ schemes.

NSDA is developing a Monitoring and Evaluation (M&E) 
framework for skill development schemes in India. The 
objective is to equip key stakeholders to make data-driven 
decisions for skilling the Indian workforce. The Asian 
Development Bank (ADB) is supporting NSDA in this work, 
through Technical Assistance (TA). 

Before developing a comprehensive M&E framework 
for skill development schemes in India, a useful starting 
point is to review M&E practices already being applied in 
Indian skill development schemes in order to understand 
the current context/ground realities and help inform 
recommendations later. It would also be important to 
capture learnings from international good practices in 
M&E design and implementation that could help inform 
the design of the M&E framework for skill development 
schemes in India.  Accordingly, to develop the M&E 
framework, the ADB TA team is tasked with three 
deliverables, as detailed in Figure 1:

The ADB TA team will submit a separate document for 
each deliverable, and we recommend that the reader refers 
to the three documents in sequence. 

This document covers deliverable (2), i.e. five case 
studies of international practices in M&E. These case 

studies describe good M&E practices from multilateral 
development agencies, as well as country-specific skill 
initiatives. 

Figure 1: Overview of the three engagement deliverables

Deliverable

1. Landscape analysis of 
current M&E practices 
of central and state 
government in india

 – Current-state assessment of M&E practices used 
bycentral and/or state government in india; identify ‘types 
of skilling schemes

 – Current technology deployment for M&E activities 

 – KPIs for M&E

2. Five case studies — 
international  M&E 
practices

 – Identification of good practices from international M&E 
practices

 – Identify critical design aspects of a strong M&E 
framework

3. Final M&E 
framework design

 – Develop ‘Theory of Change’ for various types of skilling 
schemes

 – Design a comprehensive monitoring framework and 
prepare guidelines for evaluation activities

 – Identify common risks and critical success factors during 
execution; develop a risk mitigation strategy

Details covered (indicative list)
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Our Approach 



It is useful to begin a description of our approach to the 
case studies on monitoring and evaluation, with a definition 
of these terms. For the purpose of this document, we 
define monitoring and evaluation1 as follows:

Monitoring can be defined as: “A continuing function that 
uses systematic collection of data on specified indicators 
to provide management and the main stakeholders of an 
ongoing development intervention with indications of the 
extent of progress and achievement of objectives and 
progress in the use of allocated funds”. 

Evaluation can be defined as “the process of determining 
the worth or significance of a development activity, policy 
or program... to determine the relevance of objectives, 
the efficacy of design and implementation, the efficiency 
or resource use, and the sustainability of results. An 
evaluation should (enable) the incorporation of lessons 
learned into the decision-making process of both partner 
and donor”.

To shortlist and prepare the five case studies, the ADB 
TA team relied on a combination of secondary research, 
inputs from M&E expert(s) and primary interviews. Each 
component of this approach is described below.

Secondary research
The first step was extensive desk research to collect 
published information on M&E framework design, M&E 
handbooks and standards, sample results chains for skill 
development programs, and evaluation guidelines. The 
TA team gathered and analysed this information from 
multilateral and/or bilateral development agencies and from 
country-specific skill development or training interventions. 

The team reviewed the M&E practices/standards of the 
following multilateral and bilateral development agencies:

1. Asian Development Bank (ADB) 

2. World Bank (WB)

3. International Labour Organisation (ILO)

4. United Nations Results Based Management (UN RBM)

5. United Kingdom’s Department for International 
Development (DFID)

6. United States Agency for International Development 
(USAID) 

The team also reviewed the work being done by the 
following country-specific skill development authorities or 
programmes:

1. Technical Education and Skills Development Authority 
(TESDA; Philippines)

2. Department of Higher Education and Training (DHET; South 
Africa)

The above exercise helped prepare a preliminary list of 
potential case studies, from which we identified the final 
five cases.

M&E expert inputs
The potential cases were reviewed by M&E expert(s) and 
other TA team members. The cases were assessed along 
the following criteria: information availability, relevance to 
the Indian skilling context, and feasibility to adapt to skill 
development schemes. Based on this review, the team 
analysed M&E frameworks for the following in more detail 
and prepared the final case studies:

1. Asian Development Bank (ADB) 

2. World Bank (WB)

3. International Labour Organisation (ILO)

4. TESDA, Philippines 

5. DHET, South Africa

Primary interviews
In order to validate the findings from secondary research 
and capture additional information not readily available 
through secondary research, the TA team conducted 
primary interviews with some representative agencies. 
These interviews were with M&E practitioners, heads 
of skill programmes at donor agencies and/or other 
practitioners involved in the implementation of M&E 
activities for the agencies mentioned above.     

The interviews helped to a) validate findings from 
secondary research, b) understand the rationale behind 
specific design elements of M&E frameworks and, c) 
ascertain applicability to the Indian context. 

As a result of the above approach, we identified three 
categories of cases: 

i. General M&E practices (M&E practices or guidelines  
applied by reputed global/regional development 
organizations, regardless of type of sector or programme);

1We rely on the World Bank’s definitions, as cited in http://ieg.worldbankgroup.org/what-monitoring-and-evaluation 
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ii. Skill-specific M&E practices (M&E guidelines applied by a 
reputed international development organization, specific to 
skill development); and 

iii. Country-specific M&E frameworks for skill development 
(live examples of how governments have applied M&E to 
skill development in a developing country context). 

The five case studies are mapped across these three 
categories, in Table 1 below: 

Next, based on our research and detailed consultations, 
we determined that there are several common elements or 
components in the M&E frameworks employed by these 
different organizations/agencies. These elements include 
the following:

 – Results chain: According to the United Nations 
Development Group’s Results Based Management 
Handbook (UNDG RBM Handbook), the Results Chain is 
the causal sequence for a development intervention that 
stipulates the necessary sequence to achieve desired 
objectives – beginning with inputs, moving through 
activities and outputs, and culminating in outcomes, 
impacts and feedback2. 

 – List of indicators: A performance indicator is a unit of 
measurement that specifies what is to be measured 
along a scale or dimension but does not indicate the 
direction or change3. Examples of such indicators could 
be “the number of people trained” or “the number of 
jobs created”. 

 – Monitoring and evaluation plan: According to the 
UNDG, the monitoring and evaluation plan highlights 
the mechanisms for monitoring the achievement of 
outputs and outcomes. It ensures that performance 
related information is collected on a regular basis to 
allow for evidence-based decision-making. For each 
output and outcome, it includes the list of indicators 
with corresponding baselines and targets. A baseline 
refers to information gathered at the beginning of a 
project or programme, from which variations found in the 
project or programme are measured. A target specifies 
a particular value for an indicator to be accomplished by 
a specific date in the future, such as, “1 million people 
trained by 2020”. The monitoring and evaluation plan also 
includes the sources of information for each indicator, 
the methods to be used (to collect the information), the 
frequency with which the information will be collected, 
and the person or entity responsible for collecting the 
information.  The United Nation’s template for a sample 
Monitoring and Evaluation plan is shown in Table 2 below. 

Table 1: Types of case studies

S. 
No

Category Case study(s)

1 General M&E practices (regional/global development organization) 1. ADB

2. World Bank

2 Skill-specific M&E practices (global development organization) 3. ILO

3 Country-specific, skill-specific M&E practices/framework 
(government agency)

4. TESDA, Philippines

5. DHET, South Africa

2Results Based Management Handbook, United Nations Development Group, 2010
3Results Based Management Handbook, United Nations Development Group, 2010



 – Methodology and tools for data collection: This refers 
to the type of methods which will be used to collect the 
data on the indicators tracked by the relevant project or 
programme or organization. For instance, these methods 
could include structured or semi-structured interviews 
with respondents/beneficiaries, focus group discussions, 
testimonials, scorecards etc.

 – Reporting and dissemination: For the purpose of 
the case studies in this document, reporting refers to 
the format in which the information collected through 
the monitoring and evaluation system is reported. 
Which reporting format is selected depends on the 
stakeholders with whom the information needs to 
be shared, and what information would be useful to 
them. Reporting formats could include, for example, 
detailed printed reports, brief summary reports, 
PowerPoint presentations, data dashboards, fact sheets 
etc. Dissemination refers to how the information 
is shared with an internal or external audience e.g. 
posting evaluation reports on a public website, sharing 
monitoring data at internal review meetings or external 
conferences, sharing reports through social media etc. 

 – Governance: For the purpose of the case studies, 
governance refers to the management structure or 
reporting relationships that provide oversight to the M&E 
process and ensure its implementation. It also covers 
what parts of the M&E system or processes are handled 
internally by the organization, and what elements are 
handled externally by third parties. 

In this case study document, we analyse and present each 
case study in terms of the elements described above. We 
believe that a discussion across these common elements 

situated in different contexts, provides insights that could 
be used to inform the design of an M&E framework design 
for skill development programmes in India.  

Limitations
The process of development of the five case studies 
highlighted challenges with information availability. While 
there are publications by nearly all major multilateral 
and bilateral agencies describing M&E frameworks, 
evaluation guidelines and general academic literature on 
M&E, information on actual M&E frameworks designed 
and deployed in a country context is relatively limited. 
Additionally, information on M&E frameworks designed for 
the skill context is even more challenging to find. 

Another notable point is that while there are five cases and 
these represent a spectrum of leading M&E frameworks, 
these do not cover every M&E framework deployed by 
such agencies or in developing countries. Therefore, this 
document should not be considered a comprehensive 
database of M&E frameworks or standards. We also 
acknowledge that the case studies discussed here do not 
cover every detailed aspect of M&E. The construct of the 
case studies is based on our observations, analyses and 
detailed deliberations on commonalties across cases.  
We appreciate that there could be other M&E elements 
specific to individual cases, which are not highlighted in 
this document. We focus on a few key common elements 
here, because in our understanding such elements can 
help understand relevance to the Indian context and 
eventually inform design-related decisions.

Table 2: Monitoring and Evaluation Plan Template

Results Indicators Baseline Target Sources 
of Info.

Methods Frequency Responsibility

UNDAF 
Outcome

Output 1.1

Output 1.2

Source: Results Based Management Handbook, United Nations Development Group, 2010
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Case studies



A.   Asian Development Bank

A1. About ADB

The Asian Development Bank (ADB) is a multilateral 
regional development bank, established in 1966. It is 
owned by its 67 member states, 48 of which are from the 
Asia-Pacific region, and has its headquarters in Manila. 
From its establishment in 1966 through to December 2015, 
the ADB has lent out approximately USD 27.17 billion4.

A2. Overview

Monitoring and Evaluation in ADB play an integral role 
throughout the course of the project life cycle, from design 
to implementation. At ADB, an M&E framework, known 
as the Design and Monitoring Framework (DMF), forms 
the basis for results-based project management. The 
formulation of a quality DMF is an essential part of the 
project management cycle. The basic steps in the cycle are 
as follows: 

i. Identify results (outputs and outcome) and the causal 
relationships between them;

ii. identify alignment with the broader sector- or country-level 
results (impact);

iii. identify the external factors that could influence success or 
cause failure (risks);

iv. select indicators to determine performance and decide on 
targets to be achieved;

v. implement activities to deliver outputs;

vi. measure project performance (monitoring and evaluation);

vii. report on results achievement and make project 
management decisions based on evidence of 
performance; and

viii. learn about success and failure, and integrate the lessons 
back into the project cycle.

Figure 3 depicts the key milestones in designing and 
implementing the DMF. 

4ADB Annual Report, 2015
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PPER, PVR, validated XARR and other special evaluations

Independent Evaluation and Valuation

Self-Evaluation

Implementation and Monitoring

Signing and/or Project Approval

Identification and Design

Completed 
framework

Implemented, 
Monitored and 

revised framework

Finalized and/or 
ADB-DMC agreed 

framework 

Draft framework 
undergoes refining 

according to requirements 
and modality

 – PCR, FCR, TCR, XACR

 – Inception mission, SPAM, MTR
 – Change requests, reallocation 
of proceeds, utilization of 
surplus proceeds, additional 
financing

 – PPR and/or TPR

 – Project administration manual
 – RRP and/or TA report
 – Framework financing and/or 
facility administration manual

 – Periodic financing request

 – Concept paper
 – PDS Posting

Figure 2: The Project Management Life Cycle – Key Milestones in Designing and Implementing the DMF

Source: Guidelines for preparing a design and monitoring framework, ADB 2016

Note: ADB = Asian Development Bank, DMC = developing member country, DMF = design and monitoring framework, FCR = facility completion report, 
MTR = midterm review, PCR = project completion report, PDS = project data sheet, PPER = project performance evaluation report, PPR = project 
performance report, PVR = project completion report validation report, RRP = report and recommendation of the President, SPAM = special project 
administration mission, TA = technical assistance, TCR = technical assistance completion report, TPER = technical assistance performance evaluation 
report, TPR = technical assistance performance report, XARR = extended annual review report.



The key pillars that govern the design and implementation 
of the ADB’s DMF are as follows:

 – Relevance: consistency of a project’s impacts and 
outcomes with the government’s development strategy, 
and the ADB’s strategy;

 – Efficacy (Effectiveness):  achievement of outcomes, as 
compared to the objectives set at project approval;

 – Efficiency:  comparing achieved outputs with inputs 
used;

 – Sustainability:  likelihood that human and financial 
resources can support the achieved results in the long 
term; and

 – Institutional Development: the extent to which the 
project has improved the enabling environment of the 
country.

Monitoring 

Monitoring in the ADB is done on an ongoing basis, at 
both the country and project levels. At the country level, 
each Country Partnership Strategy (CPS) contains a results 
framework with indicators and targets for country level 
results. CPSs are ADB’s medium-term strategic directions 
(typically 5 year country strategies) to help its developing 
member countries achieve their development goals. The 
monitoring process at ADB requires an annual update of 
templates aligned to the CPS. 

CPSs are also linked to DMFs at the project level, since 
projects are expected to contribute to country level 
targets outlined in the CPS results framework. At the 
project level, all DMF indicators and targets are entered 
into an online system, known as the eOperations system. 
Once the project is approved, the information is tracked 
regularly. Progress on the achievement of each output 
activity, indicator target value, and assumptions and risks 
is updated quarterly through the life of a project, or as 
information is available5. Based on the update in these 
three areas, problems with implementation progress and 
proposed actions at the activity and output level should be 
recorded. These form the basis of deliberations and course 
corrections. 

Outcome progress status is expected to be recorded 
upon completion of a mid-term review and updated 
subsequently. This would include recording progress status 
on the achievement of each outcome indicator target 
value, the outcome assumptions and risks, and whether 

it is necessary to amend the outcome or indicators. 
The analysis will also be used to identify problems with 
implementation progress and proposed actions. Impact is 
not expected to be updated during project implementation, 
but progress may be reported in the project completion 
report if appropriate. 

Often, monitoring at the ground level is left to nodal 
agencies of the countries implementing the programs. 
ADB seeks updates from the nodal agencies in pre-agreed 
formats and indicators, since nodal agencies would be in 
the best position to monitor project progress on an ongoing 
basis. 

Each project is assigned a portfolio performance 
rating, to assess implementation status. This enables 
project managers and project team leaders to identify 
implementation problems and design effective remedial 
measures to get the project back on-track.

Evaluation

ADB projects are generally evaluated using the REESI 
criteria: relevance, efficiency, effectiveness, sustainability, 
and impact. The REESI criteria were developed by the 
Organisation for Economic Cooperation and Development-
Development Assistance Committee (OECD-DAC)6, and 
are a generally accepted global standard for evaluating 
development assistance.

The ADB uses a two-tier approach to evaluate individual 
operations as follows: 

Tier I: Self Evaluation through PCRs

The first tier involves self-evaluation through the 
preparation of Project Completion Reports (PCRs) for 
public sector operations by the concerned operations 
departments. These self-evaluation reports provide 
a concise description and assessment of public 
sector operations from identification to completion, 
and evaluate the adequacy of preparation, design, 
appraisal, implementation arrangements, and the 
performance of consultants, contractors, suppliers, 
borrower, client or executing agency (as applicable), 
and ADB. 

Tier II: Independent evaluation by IED

The second tier in evaluating individual operations 
consists of an independent evaluation by IED. Such 
evaluations can broadly be categorised as follows:

5Project Administration Instructions, PAI 5.08, ADB, Revised in June 2011 
6http://www.oecd.org/dac/evaluation/daccriteriaforevaluatingdevelopmentassistance.htm

Learnings from International Practices in Monitoring and Evaluation      19



 – In-depth evaluation of selected completed individual 
operations through Project Performance Evaluation 
Rating (PPER)

 – In depth evaluation through a statistically significant 
sample.

A3. Results Chain

The Results Chain is one of the key components of ADB’s 
M&E framework or DMF (described in the Overview 
section earlier). A results chain explains how a series of 
interventions are expected to create desired outcomes. 

It shows the causal pathway between inputs, activities, 
outputs and outcomes (we define these terms below). 

The ADB also prescribes a detailed process for developing 
a results chain, which is outlined in Figure 3 below. This 
process involves conducting a stakeholder analysis to 
identify key people and organizations which would be 
affected by the project, developing a problem tree to 
identify the core problem/s the project will try to address, 
and identifying the results which the project will try to 
achieve. This results chain then feeds into the DMF, which 
also includes other elements such as impacts, performance 
indicators, data and reporting and risks. 

The various activities involved in monitoring and evaluation 
are broken down in to two categories viz. Resources and 
Results. The term ‘Resources’ refers to steps taken to 
achieve desired results, and includes Inputs and Activities. 
The term ‘Results’ refers to project performance i.e. 
Outputs, Outcomes and Impacts. 

As mentioned earlier, there are four levels of the results 
chain in the DMF – inputs, activities, outputs and 

outcomes. Of these, outputs and outcomes are the two 
key levels of results. Each of these levels is described 
below:

Inputs are the main resources that the project uses to 
undertake the activities and produce the outputs. All 
inputs, including in-kind inputs, that will be used for project 
activities should be listed in the M&E framework. This 
generally includes summary of the main resources needed 

 

Figure 3: Process flow to establish a Results Chain

Source: Guidelines for preparing a design and monitoring framework, ADB 2016
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to carry out the activities, including inputs from ADB, the 
government, cofinanciers, beneficiaries, the private sector 
and civil society organizations. 

Activities are the groups of tasks carried out using project 
inputs to produce the desired outputs. The results chain 
should only include activities whose completion represents 
important milestones that will allow implementation 
progress to be tracked. Each activity should have a 
completion date and milestone, and be clearly linked to an 
output.

Outputs are defined as the products and services 
delivered by the project to beneficiaries. Outputs are the 
simplest results to conceptualize, are usually tangible, and 
are easy to describe. The outputs should be consistent 
with overall cost estimates, and should be sufficient to 
achieve the outcome. ADB guidelines7 state that a good 
practice is to phrase output statements in the past tense, 
i.e. as already achieved. For example, “rural roads in the 
southern districts constructed.” Include the action word 
(e.g., constructed, rehabilitated, established) at the end of 
the statement.

Outcomes represent the purpose of the project and should 
describe the immediate and direct benefits of output 
use or application. Outcome statements are expected to 
showcase the benefits / change expected from the outputs 
generated. Like output statements, outcome statements 
should also be phrased in the past tense as already 
achieved, e.g., “mobility of rural residents increased.” The 
outcome specified in the DMF should also be aligned with 
a country development outcome that ADB projects are 
expected to support in the relevant country.

Impacts are described as long-term goals. They are 
separated from the results chain in the DMF, to show that 
its purpose is alignment, not performance measurement. 
The impact statements align the project’s outcome 
to a higher-level development result, such as from a 
government national plan. In case of the ADB’s M&E 
framework, impact statements are not measured through 
indicators or targets (though other agencies do use 
indicators to measure impacts). They are long-term in 
nature and are expected to occur after project closing. 
Impacts should also be phrased in the past tense, for 
example: “income and jobs increased,” with the change 
word at the end of the sentence. Figure 4 provides an 
illustrative example of the “results” of a TVET intervention.

A4. Indicators

Indicators measure the achievement of results, and define 
success through the use of targets. 

At the organization level, ADB measures key output and 
outcome indicators at different levels8:  Level 1 tracks 
overall development progress in Asia and the Pacific 
through selected poverty reduction and development 

outcome indicators to which ADB aims to contribute. Level 
2 indicators measure ADB’s key sector outputs and the 
number of people benefitting from these outputs. Levels 
3 and 4 include indicators for monitoring operational and 
organizational effectiveness, respectively. On Level 2 
specifically, ADB measures a few key indicators relevant to 
its work in the Education sector. The indicators used for the 
education sector are as follows:  

7Guidelines for preparing a design and monitoring framework, ADB 2016 
8Results Framework Indicators Definition (Updated after the Framework‘s Refinement), ADB, 2012

Figure 4: Examples of “Results” for Training of TVET Recipients in a Results Chain

Source: Guidelines for preparing a design and monitoring framework, ADB 2016
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 – Classrooms built or upgraded (number): 
Classrooms cover (i) classrooms; (ii) laboratory rooms, 
including those for science, computers, and languages; 
(iii) lecture halls; (iv) libraries and workshop facilities; 
(v) auditoriums; and (vi) sports facilities, which may 
include gyms, and basketball and volleyball courts.

 – Teachers trained (number): The number of teachers 
or professors trained over the duration of the project 
as a result of the project, both pre-service in order 
to become teachers; and in-service, for teachers to 
acquire or improve their teaching capacity. Teachers 
refer to those employed in formal primary, secondary, 
and tertiary education.

 – Students benefiting from school improvement 
programs or direct support (number): Students 
benefiting from (i) school improvement programs (at 
the end of the project); or (ii) having received direct 
support through scholarships, feeding, or similar 
programs (total number over the duration of the 
project). School improvement programs include civil 
works and provision of equipment or furniture.

At the project level, ADB’s M&E framework includes a 
set of indicators to track output and outcome level results 
(reasons for not including indicators for impact level results 
were described in the previous section). All indicators 
are tracked and reported on a regular basis. While 
indicators should be specified in quantitative terms, they 
can also be used to measure qualitative dimensions in a 

quantitative way. For instance, satisfaction of beneficiaries 
is a qualitative dimension which can be measured in 
quantitative terms such as “the percentage of users 
satisfied with TVET services increased to 80% by 2020”. 

Design guidelines for project-level indicators specify the 
following criteria (commonly known as “SMART” criteria):

 – Specific: relate to the outputs or outcome the project 
seeks to achieve e.g. Increase in no. of training 
institutions;

 – Measurable: stated in quantifiable terms e.g. Number 
of;

 – Achievable: realistic in what is to be achieved 
(requires management judgment: is 22.0 million 
trained by 2022 realistically achievable?);

 – Relevant: useful for management information 
purposes (requires management judgment: will 
knowing the change in no. of training institutions be 
useful to manage the project?); and

 – Time-bound : stated with target and baselines, 
both with dates (22 million trainings by 2022; (2016 
baseline: 16 million trainings)

The following table provides an illustrative list of indicators 
for knowledge and skill enhancement. The examples show 
how indicators can be used to measure different types of 
changes, ranging from activities to learning:

Table 3: Illustrative list of indicators

Do not Use by itself - 
Only measures activity

OK – Lacks amount of 
training given

Better – measures 
quantity delivered

Best – measures 
learning

Number of training events 
or courses

Number of people trained Number of people trained 
plus 

Number of person-days of 
training

Number or percentage of 
participants passing test

Number or percentage 
of participants reporting 
skills improved

Number of conferences or 
workshops

Number of people 
attending

Number or percentage 
of participants reporting 
enhanced knowledge of 
subject area(s)

Source: Asian Development Bank, Strategy and Policy Department



ADB’s guidelines also recommend various options for 
formulating different types of indicators, and how the 

targets can be expressed. The following table provides 
some examples: 

Table 4: Tips for formulating indicators

S.No. Target type Examples Key features Use When:

1 Numerical Waterborne disease fatalities 
among poor rural women 
reduced to 5,000 per year by 
2018. (2013 baseline: 10,000)

A point target that is 
expected to be reached or 
exceeded

Precise level of 
performance can be 
expected

2 Maintained 
or Increased 
or 
Maintained 
or Decreased

Level of nitrous oxides in 
urban air maintained or 
decreased. (2013 baseline: 
nitrous oxides 90 micrograms 
per cubic meter)

A floor or ceiling for 
desired performance in 
reference to the base line

Current level of 
performance 
is satisfactory, 
performance 
improvements are also 
desirable, but no target 
amount can be set

3 At least Staff with malaria prevention 
accreditation increased to at 
least 90%, 100% for female 
staff (2013 baseline: 78%, 
55% female)

A floor for demand 
performance that does not 
reference the baseline

Minimum level of 
target performance 
can be set and desired 
performance trajectory 
is upward

4 No more 
than

Road accident response time 
is no more than 20 minutes 
by 2018 (2013 baseline: 60 
minutes)

A ceiling for demand 
performance that does not 
reference the baseline

Minimum level of 
target performance 
can be set and desired 
performance trajectory 
is downward

5 On time or 
on schedule

Annual projects documents 
submitted by 15 July 2016 
(2015 baseline: 5 days late)

A point target that is set 
with reference to the 
future date or time

Expected performance 
is time-or calendar- 
based

6 Maintained Road traffic fatalities along 
corridor maintained at 2014 
levels (2014 baseline: 5 
fatalities per kilometer) 

Baseline performance is to 
be sustained

A range can also be 
specified, e.g. 3-5 fatalities 
per kilometer

Current level of 
performance is 
satisfactory and 
no improvement is 
expected

Source: Guidelines for preparing a design and monitoring framework, ADB 2016
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A5. Developing a Monitoring and Evaluation Plan

The typical components of any monitoring plan are the 
statements of results to be achieved across different 
levels (outputs, outcomes and impacts), the corresponding 
performance indicators at each level, the baselines and 
targets for each indicator, actual results for each indicator, 
the frequency of reporting, the means of verification, and 
the person/agency responsible for reporting the results. 

In the case of the ADB’s M&E framework, the DMF 
describes the results statements for outputs and 
outcomes, and the corresponding performance indicators 
with appropriate baselines and targets. The DMF also 
requires that for each indicator, the data collection 
mechanisms (for primary data collection) and reporting 
mechanisms (for secondary data) are described. For 
each indicator, the DMF should include (i) the title of the 
publication that will contain the data about the indicator, 
(ii) the name of the organization that issues the report, 
and (iii) the frequency of the publication (monthly, annually 

biennially).Where primary data collection is required, this 
must also be costed.

Table 5 provides an extract from a (draft) DMF for a skill 
development project at ADB. While the Figure provides 
a detailed list of indicators used to track performance at 
different levels, with corresponding targets, we highlight a 
few examples here:

 – Employment rate of vocational programs increased 
from x% in xxxx year to y% in yyyy year

 – Enrolment in short-term technical skills training 
in government institutions increased to at least x 
thousand per year by yyyy year

 – Females comprise at least x% of skills training 
recipients under the project 

 – X [number] competency and training standards 
developed and approved by national authority and 
recognized as national standard



Design 
Summary

Performance Target/Indicator Reporting 
Mechanism

Assumptions And Risks

Impact 
Increased 
engagement 
in wage- 
and self-
employment 
of skills 
training 
graduates

 – Employment rate of SSC(Voc) programs 
increased from 4% in 2006 to 8% in 2013

 – Employment rate of short-term skills and 
training graduated from 2012 increases from 
14% to 20% in 2013

Labor force 
surveys

TMI data

Tracer and 
evaluation 
reports

BANBEIS data

 – Local economy 
and overseas labor 
markets continue 
to grow and create 
more employment 
opportunities

Outcome 
Increased 
opportunities 
for more 
relevant 
good skill 
quality short-
term skills 
training

 – Enrolment in short-term technical skills 
training in government training institutions 
increases to at least 6,000 per year by 2013

 – Females comprise at least 25% of skill 
training recipients under the Project

 – Government agencies annually meet 
with industry representatives and NGO 
representatives to discuss skill training needs

 – Government vocational and technical teacher’s 
training preservice and inservice training 
programs serving the whole TVET subsector

Reports of the 
MOE, DTE, 
BTEB, BMET, 
TTTC and VTTI

Project 
progress 
reports

TMI data

 – Reform of the TVET 
system towards 
becoming more 
flexible, demand-driven, 
and quality-assured 
continues

 – Government 
commitment to make 
TVET market-responsive 
and work with industries 
and NGO’s is maintained

 – Government support for 
increased TVET delivery 
continues

Enhanced Relevance and Access to TVET Programs

Industry-Led 
Framework 
of 
Partnership 
Established

 – Overall partnership framework between 
Government and Industry/NGO Forum, BTEB, 
DTE developed and adopted

 – Process of interaction between government 
and industry and nongovernment established

 – 4 SWCs organized and functioning

 – Coordination meetings held among Industry/
NGO Forum, BTEB, and DTE

 – Needed short courses in 3 industry sectors 
and the informal sector identified and 
developed

 – 10 priority occupations for standards 
development will be identified by each SWC; 
total of 40 priority occupations 

Progress 
reports

Monitoring 
reports

No. of firms 
and NGOs 
involved with 
SWCs

 – Industry associations 
and NGOs continue to 
be committed to work 
with Government the 
through SWCs

Source: Extracted from BAN: Skills Development Project, Draft Design and Monitoring Framework, ADB, 2008

Note: This example is from 2008, and the guidelines for developing a DMF have been updated since then. As per the 2016 guidelines, impact statements 
no longer require indicators in the DMF, unlike the above example which states impact indicators in the DMF. 

Table 5: Draft Design and Monitoring Framework for a Skill Development Project (2008)-ADB

Learnings from International Practices in Monitoring and Evaluation      25



Figure 5: Risk assessment matrix

Risk Assessment

ADB’s framework requires the identification of at least 
one risk from activity to output and another from output 
to outcome in the M&E framework. ADB’s “Guidelines 
for preparing a design and monitoring framework, 2016” 
define risk as “factors outside of the project’s control that 
can hinder its progress from one results level to the next. 
They are negative statements of conditions, events, or 
actions that would adversely affect or make it difficult to 
achieve outputs and outcome.”

The guidelines state that two factors should be registered 
as risks:

 – Conditions, events, or actions that are necessary to 
achieve results but are unlikely to happen.

 – Conditions, events, or actions that would adversely 
affect achievement of results and whose effects are 
significant.

Potential risks require close examination and subsequently 
categorised into five buckets. Figure 5 represents the risk 
buckets or classification and corresponding actions required 
to mitigate or address the risk. A simple, yet powerful 
benefit of risk assessment (at project design and ongoing) 
is the routes for course correction made available to project 
sponsors (or in case of Indian skilling schemes, scheme 
administrators).

A6. Methodology and tools for collection of data

The guidelines mentioned above state that primary data 
can be collected using a range of methods, including 
“document or administrative data review, literature review, 
interviews, focus group discussions, surveys and/or 
questionnaires, expert panel advice, on-site observation, 
and equipment readings”10. It is our understanding that 
a “best fit” method is applied depending on the type of 
indicator, the availability of data, and the costs involved/
available resources.

A7. Reporting and dissemination 

The main project level progress report used for monitoring 
and course correction is the Project Performance Report 
(PPR). As noted earlier, PPRs are typically updated on 
a quarterly basis. The project team leader reviews the 
PPR and updates it as required based on information 
provided in executing agency progress reports, ADB staff 
administration mission back-to-office-reports, reports 
from mid-term reviews, and updated financial records. 
Progress reports review progress status of activities, 
output indicators’ target values, and where appropriate the 
outcome indicators’ target values11. As indicated earlier, a 
portfolio performance rating is assigned to each project. 
This rating is based on five performance indicators, each of 
which have equal weightage in the overall rating: technical, 
procurement, disbursement, financial management, and 
safeguards.  A three-level traffic light rating is applied to 
each indicator – on track/green, potential problem/amber, 
and actual problem/red, and to the aggregation of the 
individual indicators into a single project rating. The five 
indicator ratings are aggregated into a single project rating, 
by generating an average rating score for the project. 

Once a project is completed, the final PPR record is 
incorporated into a draft Project Completion Report 
(PCR). The PCR forms the basis for the self-evaluation 
process, which is the first tier of the two-tier evaluation 
process described earlier. As noted earlier, PCRs provide 
a self-evaluation of the operation, outputs and outcomes 
achieved, and likely sustainability of outcomes; and the 
actual or potential contribution to impacts. These reports 
follow the Independent Evaluation Department (IED) rating 
methodologies for public sector operations and non-
sovereign operations, and provide an overall performance 
assessment of individual operations. PCRs suggest follow-
up actions; make recommendations to improve ADB’s 
operations, policies, and procedures; and identify issues 

 
10Guidelines for preparing a design and monitoring framework, ADB 2016
11Project Administration Instructions, PAI 5.08, ADB, Revised in June 2011

Source: Guidelines for preparing a design and monitoring framework,  
ADB, 2016
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and lessons drawn during the self-evaluation. PCRs are 
prepared for all sovereign projects and programs 1–2 years 
after their completion12.

In terms of the second tier of the evaluation process, i.e., 
independent evaluation, the IED releases a range of reports 

from time to time. These reports broadly fall into one of the 
ten categories described in Table 6 below. These reports 
can also be categorised under three broad buckets viz 
country, thematic and project level:

S.No Type of Report Description

1 Annual Evaluation 
Report

Annual Evaluation Reports summarise evaluation reviews, reports on actions 
followed from past evaluations and comment on the performance of the ADB’s 
portfolio

2 Sector Assistance 
Programme Evaluation 
(SAPE)

SAPEs evaluate sector assistance, strategy, policy dialogue, ongoing and 
completed projects and technical assistance, as well as the ADB’s performance 
within a given sector in one country

3 Country Assistance 
Programme Evaluation 
(CAPE)

CAPEs analyse the entire breadth of ADB assistance to a particular country. 
They also provide inputs for updating and preparing new country strategy 
programs

4 Impact Evaluation 
Study

Based on the identification of relevant comparator groups and surveys of 
beneficiaries, these seek to evaluate project impacts

5 Special Evaluation 
Study (SES)

SESs are thematic evaluations, focusing on a specific topic such as governance, 
gender, capacity building or the environment

6 Project/Programme 
Performance 
Evaluation

These reports evaluate the design, implementation, and performance of projects 
or programmes, and are usually conducted 3 years after project completion

7 Technical Assistance 
Performance 
Evaluation (TAPE)

TAPEs are project evaluations reports for technical assistance projects, usually 
covering multiple projects in the same report

8 Evaluation/Knowledge 
Briefs (EKB)

EKBs summarise insights and lessons on current issues, and describe selected 
ADB projects relevant to these topics. Examples include energy efficiency, 
reducing emissions from transport projects, and GHG implications

9 Validation Reports Validation Reports certify project and programme completion reports (self-
evaluations)

10 Other Evaluation 
Reports

This category includes books and other publications such as case studies, 
sector and thematic papers, and syntheses of evaluation findings

Table 6: Types of evaluation reports

Source: Guidelines for preparing a design and monitoring framework, ADB 2016

12https://www.adb.org/site/evaluation/portfolio-performance
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Notably, IED prepares PCR validation reports (PVRs) 
and project/programme performance evaluation reports 
(PPERs). PVRs, which IED initiated in 2007, are prepared 
after PCR circulation. PPERs are typically prepared 3 years 
after project/programme completion. 

A four-category rating system — highly successful, 
successful, less than successful (previously partly 
successful), and unsuccessful— has been used to 
assess performance since 2000. Projects and programs 
are considered “successful” when their rating is highly 
successful, successful, or generally successful. Projects 
and programs rated unsuccessful are considered to be 
failures, while those rated less than successful (formerly 
partly successful) achieve some development results, but 
fall short of their objectives13.

Dissemination: IED sends the draft of all Independent 
Evaluation Reports to the respective stakeholders for 
feedback and comments. The mode of communication 
is not explicitly mentioned; but our research suggests 
that the report could be uploaded on to the intranet and 
simultaneously an e-mail communication would be sent 
across to all stakeholders. If the relevant stakeholders, 
including   the operations department responsible for 
the Project Completion Reports (PCR), disagree with the 
IED’s final assessment rating in the validation report, they 
have the option to indicate their disagreement in the final 
response. This response is added as an attachment to the 
final validation report with IED’s comments. The validation 
report is subsequently posted on the IED website, and 
an email alert is sent to Management and the Board of 
Directors. Since May 2012, IED discloses validations of 
project completion reports directly on the website, upon 
their approval.

A8. Governance

As mentioned earlier, there are two levels of evaluation 
at the ADB, self-evaluation conducted by those who are 
responsible for a strategy, programme or project; and 
independent evaluation, undertaken by the Independent 
Evaluation Department (IED). The Governance structure 
for the IED in particularly is noteworthy, as it functions 
as a department which is independent of the ADB’s 
management.

The IED reports to the ADB’s Board of Directors via the 
Board’s Development Effectiveness Committee (DEC). 
Originally known as the Post-Evaluation Office, the 
Independent Evaluation Department (IED) was established 
in 1978 to evaluate ADB operations. Over the years, 

IED has undergone several organizational changes, 
culminating in the establishment, on 1 January 2004, of an 
independent department reporting to the Board, and finally 
being renamed the Independent Evaluation Department 
(IED) in 2008 to reflect its enhanced independent status.  
IED carries out its work with an arm’s length distance from 
those responsible for project or programmedesign and 
implementation to avoid any potential conflict of interest. 
IED evaluators and management exclude themselves from 
evaluating or approving a report on any project/program/
activity/entity that they worked on, appraised, or had 
decision-making or approval responsibility for in a previous 
capacity, or when they expect to have such involvement in 
the future. 

A9.Key Observations

The above review of ADB’s approach to M&E indicates the 
following key features that could be used to inform the 
design of monitoring and evaluation approaches for skills 
development programs:

1. Alignment of project level results to broader national 
goals and objectives: The ADB’s DMF aligns the results 
the chain at the project level, to broader national level 
outcomes and impacts.  This means that project level 
outcomes and impacts, are intended to support larger 
country development outcomes and larger, long-term 
goals at the national level respectively. This approach can 
help to ensure that projects are contributing to a broader 
national agenda. A similar approach could be applied to 
various skills development programmes, where such 
programmes clearly link their intended outcomes and 
impact targets to relevant targets for skill development at 
the national level. 

2. Emphasis on results at the project design phase: 
Through the DMF process, the ADB places significant 
emphasis on designing projects to achieve results. It 
has prepared a comprehensive set of guidelines for this 
process, including monitoring and evaluation guidelines, 
which need to be followed in designing any ADB project. 
Such an approach could also be applied by national 
skills development programmes going forward, where 
a comprehensive set of guidelines could help ensure 
results-based design at an early stage. A simple project 
design template, such as the one used by DMF, could 
also be applied.

3. Different types of organisation level indicators 
used: The ADB uses different levels of indicators to 
report results at an organisation level, such as overall 

13https://www.adb.org/site/evaluation/portfolio-performance



development indicators, sector output indicators, and 
indicators to monitor operational and organizational 
effectiveness.  A similar approach could be adopted by 
national skills development programmes or schemes, 
where the NSDA could also identify some core indicators 
that should be tracked by different skill development 
programs, and aggregate data on these indicators across 
different schemes.

4. Performance indicators and measurable targets 
specified at an early stage, and tracked on a regular 
basis: The ADB’s DMF process requires a clear set of 
performance indicators and targets to be specified for 
outputs and outcomes, which are expected to be tracked 
through the life of each project. A similar approach could 
be adopted by national skills development programmes 
or schemes, where each such programme has a 
clear set of measurable targets upfront against which 
performance is measured. 

5. Two levels of evaluation – self-evaluation and 
independent evaluation: The ADB relies on two levels 
of evaluation, both self-evaluation by project teams and 
independent evaluation through an objective agency not 
directly involved in project implementation. This could be 

applied to national skills development schemes, where a 
basic level of assessment is conducted by implementing 
agencies themselves against a set of pre-determined 
criteria and guidelines, and independent verification is 
conducted by NSDA or a third party. 

6. Risk assessment and mitigation are an important 
element of the M&E process. The guidelines mandate 
identification of minimum of two risks. The first kind 
involves necessary conditions, events or actions to 
achieve programme goals that are unlikely to occur. 
Second, such conditions, events or actions that may 
have significant negative impact on the achievement 
of outcomes or impact of a project. In a complex 
administrating environment for skills (given India’s 
vast economy, diverse sectors and federal governance 
structure), risk assessment and mitigation can be critical 
to achievement of desired outcomes or impact. By 
introducing risk assessment as a standard component 
of project design and project management, scheme 
administrators can improve achievement of results. In 
this regard, anchoring knowledge management at a 
central agency can facilitate knowledge spillover across 
ministries and institutions administering schemes
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B.  International Labour Organisation (ILO)

B1. About the ILO

The ILO is a specialized United Nations agency that 
brings together governments, employers and worker 
representatives “to set labour standards, develop policies 
and devise programmes promoting decent work for all 
women and men”14. ILO’s ‘Decent Work Agenda’ focuses 
on improving economic and working conditions, and skill 
development is an important component of the objectives 
defined within the agenda15.

B2. Overview

The Decent Work Country Programmes (DWCP) are the 
means to achieve ILO’s goal “…to promote opportunities 
for women and men to obtain decent and productive 
work, in conditions of freedom, equity, security and 
human dignity”16. DWCPs identify priority areas, and 
corresponding intended outcomes and indicators. These 
outcomes form the basis for programme activities and 
resources. 

For any DWCP, a ‘programme cycle’17 provides the 
overarching conceptual framework. The programme cycle 
involves design, appraisal, approval, implementation and 
evaluation elements.  M&E plays a key role during design, 
implementation and evaluation elements of the cycle. 

Basic principles of monitoring and evaluation at ILO

Upon analysis of Guidance Note 1 on Monitoring and 
Evaluation of Decent Work Country Programmes (2012), 
standards M&E principles applied during designing, 
implementing and evaluating programmes. Key highlights 
are listed below: 

Monitoring: 

 – Countries develop monitoring plans to track progress 
towards results; these monitoring plans also typically 
support higher level programming frameworks, such as 
the United Nations Development Assistance Framework 
(UNDAF).

 – ILO’s information system, Integrated Resource 
Information System (IRIS), helps improve information 
quality and availability. This single information system 
records management data for planning, implementing 
and reporting projects, including project level monitoring 
data as well as data on Country Programme outcomes. 

 – All information collected through the monitoring 
efforts is submitted to regional offices, which in turn 
inform the Country Programme Implementation 
Report and finally, the organization-wide Programme 
Implementation reports.

Evaluation: 

 – Evaluation studies provide opportunities for learning 
and understand impact generated from programme 
interventions. Evaluations are of two main types - 
independent evaluation and self-evaluation, as described 
below.

 – Independent evaluation: The ILO supports independent 
evaluations which are managed by the ILO’s Evaluation 
Unit (EVAL)18. These independent evaluations serve to 
validate the achievement of results and highlight where 
and how there is a need to change. One high-level 
DWCP evaluation is conducted by EVAL each year (since 
2011). 

 – Self-evaluation: Besides the independent evaluations by 
EVAL, Country Programme Reviews (CPRs) are carried 
out by those in charge of designing and delivering a 
country programme. The CPRs are a participatory self-
evaluation tool used to review the design of a country 
programme, examine recent performance against 
stated outcomes, and whether the strategies in use are 
efficient and effective. 

 – An organisation-wide ‘ILO Evaluation Policy’ provides 
a common standard for conducting any evaluation 
study. In addition, the ILO has developed ‘Skills 
Development Impact Evaluation – A practical guide’, 
which are a specific set of guidelines for evaluating skills 
development projects. 

14Mission and Impact of ILO; ILO website
15 The ILO has defined four strategic objectives as part of the Decent Work Agenda. “Creating greater opportunities for women and men to decent 

employment and income” is one of them. Skill development is part of the overall approach to achieving the same.
16Guidance Note 1: monitoring and evaluation of decent work country programwork country programwork country programmes, march 2012
17Guidance Note 1 on Monitoring and Evaluation of Decent Work Country Programmes (2012)
18A central unit set up within the ILO to conduct all independent final evaluation studies of ongoing ILO work
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B3. Results Chain

A review of ‘Skills Development Impact Evaluation – A 
practical guide, 2011’ by the ILO shows that a results chain 
is used to guide programme design as well as programme 
evaluation. According to this guide, a results chain 
represents the “sequence of actions and situations that 
make it possible to achieve the expected results”. 19

For any training programme (and correspondingly, skills), 
the first step of design is to lay out the need for training. 
This need will govern next level of decisions in terms of 
determining resource allocation and processes which will 
help achieve the desired objective. The series of actions, 
one leading to another, is known as a results chain. Figure 
6 shows a sample results chain in the skills context:

19Skills Development Impact Evaluation - a practical guide, ILO 2011
20Skills Development Impact Evaluation- a practical guide, ILO, 2011

Source: Skills Development Impact Evaluation – A practical guide, 2011

Figure 6: Skills development results chain20
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As described in the ‘Skills Development Impact Evaluation 
- a practical guide’ (ILO 2011), inputs are mainly financial 
resources, which are used to develop a learning process, 
build a centre, design a skills development programme, 
create teaching resources, and train teachers, among other 
things. 

Once the investment is made, the supply is increased by 
outputs like equipped training centres, teaching materials, 
training workshops, competency-based curricula. Desired 
outcomes take place once the training process has been 
developed, in response to the demand.

According to the guidelines mentioned above, outcomes 
are seen in the short term, and they can be measured 
right after the end of each course, for instance: trained 
participants, certificates awarded, competence evaluations 
applied. 

Impact is the final goal or objective of the skilling 
intervention. It captures overall changes in trainee welfare 
(such as employment and income), the productivity of 
enterprises and of society as a whole. 

B4. Indicators

According to the ILO guidelines, indicators lend objectivity 
and comparability to the measurement process, 
and provide a common language for standardizing 
measurement. 

The ILO provides some general guidelines for the selection 
of indicators: 

 – An indicator should be built strictly focusing on what it 
will be used for

 – Indicators should ensure the availability of data and key 
results in the shortest possible time, at the lowest cost

 – Indicators should be built for all dimensions of the 
programme or the skills development activities; 
indicators can be defined for each stage in the results 
chain – outputs, outcomes and impacts.

 – While indicators are generally based on quantitative data, 
the ILO recognizes that qualitative indicators are also 
being used increasingly. 

The indicators recommended in the ILO guidelines can be 
classified as follows21: 

B.4.1 Management indicators 

Management indicators are used to monitor inputs, 
processes and activities. Activities, in this case, refer to 
a series of actions following financial or technical inputs 
applied in the intervention. 

Some examples of management indicators are:

 – Cost per hour of training 

 – Cost per student trained

 – Number of participants per teacher

 – Administrative/teaching staff ratio

 – Number of participants per area of training

 – Number of computers available per participant

B.4.2 Output indicators 

Output indicators describe the goods and services 
generated by the training activity; they result from the input 
transformation activities and in turn increase the number of 
products that can be applied to training.

Some examples of output indicators are:

 – Variation in training openings22

 – Variation in curricular designs23

 – Variation in the standards of competence drawn up24

B.4.3 Outcome indicators 

Outcome indicators refer to the immediate consequences 
of training and capacity building on individuals, enterprises 
or society. They describe to what extent the training 
activities meet participants’ demands.

Some example of outcome indicators are:

 – Rate of participants enrolled25

 – Rate of participants certified26

 – Rate of participants who perform internships in 
enterprises27

21Skills Development Impact Evaluation- a practical guide, ILO 2011
22Calculated as {(Openings after – openings before)/Openings before}*100
23Calculated as {(Number of designs after – Number of designs before)/Number of designs before}*100
24Calculated as {(Number of standards after – Number of standards before)/Number of standards before}*100
25Calculated as (Number of enrolments/Number of openings offered)
26Calculated as (Number of certified participants/Total number of participants)
27Calculated as (Number of participants in internships/Total number of participants)
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B.4.4 Impact Indicators: 

Impact indicators describe the expected change in trainee 
welfare, productivity or related areas after undertaking 
training. These are usually measured over the medium or 
long term.

Some example of impact indicators are:

 – Income variation28 

 – Employment status variation29 

 – Rise in productivity30 

B5. Developing a Monitoring and Evaluation plan

Teams preparing DWCP documents are usually requested 
to submit a results framework and a monitoring plan at 
the design stage (which was the first stage of the DWCP 
programme cycle described earlier). The monitoring plan 
identifies priorities, outcomes and indicators. A baseline 
is established the first time that data is collected on the 
indicators, and targets are computed by adding the amount 
of improvement desired to the baseline. Milestones are 
also determined, by dividing the targets into time-bound 
increments. A standard template for a monitoring plan is 
provided in Figure 7.

28Calculated as {(Income after – Income before)/Income before}*100
29Calculated as Unemployment rate after – Unemployment rate before
30Calculated as Productivity rate after – Productivity rate before

Source: Guidance Note 1, Monitoring and Evaluation of Decent Work Country Programmes, ILO, 2012

Figure 7: Standard Template for DWCP Monitoring Plan

DWCP Monitoring Plan

First Preparation Date:

Revision Date:

CP priority 1:

CP outcome 1.1:

CP outcome 1.2:

1.1.1:

1.1.2:

1.2.1:

Indicators

Means of 
verification

(Data sources, 
frequency 
and collection 
methods incl. any 
M&E link to TC 
projects

Baseline 
and date

End target 
and date

Milestones

Year 1 Year 3Year 2 Year 4

Respon-
sible staff 
entity



 Type of 
evolution

Main purpose Responsibility Timing

Strategy: 
Policy

 – Review major policies or 
institutional issues

 – Assess impact, effectiveness 
and benefits of ILO core 
strategies as described in 
P&B

 – Improve strategies and 
policies, and the functioning 
of the office

 – EVAL to plan and manage

 – Governing Body and 
senior management 
confirming topics

 – EAC reviewing follow-up

Two each year; 
additional as 
mandated and 
resourced

Decent work:
Country 
Program

 – Assess the extent to which 
significant impact is being 
made towards decent 
work and related Country 
Programme Outcome set in 
the P&B

 – Feed into country tripartite 
dialogue on impact, 
effectiveness and relevance 
of ILO action at the country 
level

 – EVAL to plan and manage

 – Regional offices 
responsible for financing 
internal Country 
Programme Reviews

EVAL will conduct 
at least one 
each year; and 
support regions 
to internally 
evaluate a number 
of DWCPs 
and Country 
Programme 
Reviews

Thematic 
Evaluation

 – Develop cross-cutting 
lessons, including success 
stories to innovate and feed 
into departmental/regional 
learning on specific technical 
interventions and strategies

 – Technical departments, 
other technical groups 
and regions to plan and 
manage

 – EVAL to oversee and 
support as required

 – Technical programmes 
and regions to resource

Based on work 
plans of thematic 
evaluations

Impact 
Evaluation

 – Assess effects and impact 
of specific policy and 
programme interventions on 
beneficiaries

 – Technical departments, 
other technical groups 
and regions to plan and 
manage

 – EVAL to oversee and 
support as required

 – Technical programmes 
and regions to resource

Based on work 
plans of impact 
evaluations

Table 7: Centralized vs de-centralized evaluations
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 Type of 
evolution

Main purpose Responsibility Timing

Joint 
Evaluation

 – Assess jointly with partner 
organizations programme 
where ILO is one of several 
managing and implementing 
joint programmes

 – Management of ILO’s 
input to evaluation 
supervised by regional 
or department-level 
evaluation officers

 – EVAL provides oversight 
on quality and compliance

 – Cost to be covered by 
joint programme

Subject to 
planning and 
reporting schedule 
according to 
project document 
of agreement

Project 
Evaluation

 – Assess projects for relevance, 
efficiency, effectiveness, 
sustainability and contribution 
to broader impact

 – Appropriateness of design to 
ILO’s strategic and national 
decent work programme 
frameworks 

 – EDs and RDs responsible 
for ensuring application of 
ILO evaluation policy

 – Management of 
evaluation supervised by 
regional or department-
level evaluation officers

 – EVAL provides oversight

 – Cost of evaluation to be 
included in project budget 

Mid-term or final 
or as stipulated 
in the project 
evaluation plan
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Source: ILO Policy Guidelines for Results-Based Evaluation: Principles, rationale, planning and managing for evaluations, ILO, 2012

Additionally, the ILO uses project budgets as well as 
project duration as criteria for conducting different types 
evaluation studies, as follows:31 

Project budget as a criterion for determining the type of 
evaluation study:

 – All projects over US$1 million must undergo at least one 
independent evaluation. 

 – Multi-phase projects with combined budgets over 
US$1 million must undergo at least one independent 
evaluation. 

 – Projects with budgets below US$1 million do not require 
independent evaluations. 

 – Projects with budgets between US$500,000 and US$1 
million must undergo an internal evaluation, and a 
self-evaluation should be completed for projects with 
budgets below US$500,000. 

 – Projects with budgets over US$5 million must undergo: 

 – an initial monitoring and evaluation appraisal by EVAL; 

 – an evaluability review within one year of start-up is 
strongly recommended; and 

 – Both the mid-term and final evaluations must be 
independent.

Project duration as a criterion for determining the type 
of evaluation study32: 

 – For projects with duration of less than 18 months a final 
evaluation (internal or independent depending on budget 
size) is required. 

 – Projects with duration of more than 18 months but 
below 30 months require an annual review and a final 
evaluation. 

 – For projects over 30 months, annual reviews, a mid-term 
evaluation and a final evaluation, are required.

31 & 32ILO policy for project evaluation requirements (ILO Policy Guidelines for Results-Based Evaluation: Principles, rationale, planning and managing for 
evaluations, ILO, 2012)



B6. Methodology and tools for data collection

The ILO uses both qualitative and quantitative methods for 
data collection, each with its own purpose. Quantitative 
methods are useful in establishing ‘cause and effect’ 
of skills training interventions. Qualitative methods are 
needed to assess behavioral, expectations and motivational 
changes. The different methods used for impact evaluation 
specifically in a skills training context are captured in the 
following figure.

Specifically, the ILO Policy Guidelines for Results-Based 
Evaluation list out three main methods for quantitative data 
collection:

 – Expert Panels - A peer review, or reference group 
composed of external experts to provide input on 
technical or other substance topics covered by the 
evaluation.

 – Case Studies - Involve comprehensive examination 
through cross comparison of cases to obtain in-depth 
information to fully understand the operational dynamics, 
activities, outputs, outcomes and interactions of a 
development project or programme.

 – Surveys (samples of respondents, including 
project/ programme and control observations) - A 
sample of the project/programme population, with 
sex-disaggregation (and possibly of a control group) 
is extracted. Questionnaires are usually administered 
face-to-face by enumerators on the basis of a prewritten 
and pre-coded questionnaire. Entries are recorded on 

electronic support media and analysed using computer 
software on the basis of standard descriptive, inferential 
and econometric techniques.

The guidelines list the following options for qualitative 
methods of data collection:

 – Desk reviews - Systematic analysis of existing 
documentation, including quantitative and descriptive 
information about the initiative, its outputs and 
outcomes, such as documentation from capacity 
development activities, donor reports, and other 
evidence.

 – Interviews (face-to-face, telephone or computer 
assisted) - Solicit responses to questions designed to 
obtain in-depth information about a person’s impressions 
or experiences. Can be fully structured, semi, or 
unstructured.

 – Direct On-Site Observation - Entails use of a detailed 
observation form to record accurate information 
on-site about how a programme operates (ongoing 
activities, processes, discussions, social interactions and 
observable results as directly observed during the course 
of an initiative).

 – Focus Group Interviews - A small group (6 to 8 
people) is interviewed together to explore in-depth 
stakeholder opinions, similar or divergent points of view, 
or judgments about a development initiative or policy, 
as well as gather information about their behaviours, 
understanding and perceptions of an initiative or to 
collect information around tangible and non-tangible 
changes resulting from an initiative.

 – Key Informant Interviews - Qualitative in-depth 
interviews, often one-on-one, with a wide range of 
stakeholders who have first-hand knowledge about 
the initiative’s operations and context. These experts 
can provide particular knowledge and understanding 
of problems and recommend solutions. The majority 
of questions are open-ended and meant to stimulate 
discussion.

B7. Reporting and dissemination

Monitoring results are predominantly captured in progress 
reports and presented to the relevant Regional Office. 
These findings inform Country Programme Implementation 
Reports and Programme Implementation reports.

Evaluations are of various types at the ILO, as discussed 
previously - project evaluations, thematic evaluations, 
strategy evaluations, and DWCP evaluations. In general:

Figure 8: Approaches for evaluation studies 

Source: Skills Development Impact Evaluation – A practical guide, 2011
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 – All independent evaluation studies are disseminated to 
all project stakeholders via mail or email.

 – All evaluation studies are stored in a central online 
repository known as ‘i-Track’.

 – As part of dissemination of strategy-related 
evaluation studies the report results, follow up on 
recommendations and key takeaways are all presented 
to the Evaluation Advisory Committee33 and the 
Governing Body (GB)34.

 – The project manager, the ILO responsible official, the 
evaluation manager and the evaluation focal point are 
encouraged to disseminate evaluation report summaries 
to other interested individuals, internally and externally. 

 – Finally, EVAL produces an Annual Evaluation Report 
(AER) that is presented to the Programme, Financial and 
Administrative Committee of the governing body. The 
AER summarizes the evaluation activities of the Office, 
including: progress made in implementing the evaluation 
policy; all independent evaluations carried out in the 
reporting period; and management follow-up to high-level 
evaluations from the previous year.

We discuss in further detail how the ILO disseminates 
results of DWCP evaluations specifically, as an example of 
how dissemination takes place in the case of one type of 
evaluation:

As mentioned earlier, the ILO supports independent 
evaluation of DWCPs as a means of validating the 
achievement of results and drawing attention to where and 
how there is a need to change. To ensure independence, 
EVAL manages DWCP evaluations, through an evaluator 
team. This team relies on at least one external evaluator to 
join an official of the unit, to undertake the evaluation and 
prepare the final report. 

The reporting and dissemination process requires that 
complete versions of DWCP evaluation reports are 
posted on the ILO’s internet and intranet and saved 
in the evaluation database (i-Track). Additional copies 
are made available to national partners and interested 
international partners. A summary of the report is delivered 
to the Governing Body, either as part of the ILO’s annual 
evaluation report or as a stand-alone document.      

Two common ways of reporting DWCP evaluations are 
stakeholder workshops and written reports:

i. Stakeholder workshops: The evaluator team 
usually communicates the preliminary findings and 
recommendations to the programme constituents, 
partners and stakeholders during a workshop at the 
end of the field mission. Near the conclusion of the 
stakeholder workshop, the Senior Evaluation Officer 
requests the constituents to draft a joint statement 
that conveys their views on the information contained 
in the evaluation report. This statement is then 
included in the evaluation report and the summary that 
is presented to the Governing Body. 

ii. Written evaluation reports: The evaluator team 
prepares a draft report according to the evaluation’s 
Terms of Reference (TOR) and submits it through 
the Senior Evaluation Officer to the Director of EVAL. 
The Director, in turn, circulates the draft report for 
comments to constituents, partners and stakeholders. 
The Senior Evaluation Officer compiles the comments 
received from the constituents, partners and 
stakeholders and forwards them to the other team 
members. The team agrees on the incorporation of the 
comments based on factual correctness and submits 
the final report to the Director of EVAL, through the 
Senior Evaluation Officer. The evaluation report then 
undergoes a lengthy review process. Once the report 
is thoroughly vetted, a management response is 
solicited from the Regional Office for inclusion in the 
report.

All evaluation reports are sent to EVAL for storage, 
including internal evaluations of projects with budgets 
above US$500,000.

B8. Governance

The evaluation governance process at the ILO consists of 
independent evaluations led by EVAL, and self-evaluations 
led by Regional Offices (with some oversight from EVAL). 
The governance for both types of evaluations is described 
below.

Independent evaluations: According to internal 
document IGDS Number 75 (V.2) ‘Evaluation in the ILO’, 

33 The Evaluation Advisory Committee (EAC) was set up primarily with the mandate to oversee use, implementation and follow up on recommendations 
made by the ILO through evaluation studies. The EAC advises the Director General on the progress made on application of ILO recommendations. All 
independent evaluations, especially strategy and outcome evaluations are looked into by the EAC. Details, including additional functionalities of the EAC 
can be referred to in “ILO Policy Guidelines for Results-Based Evaluation: Principles, rationale, planning and managing for evaluations, ILO, 2012”

34 The Governing Body is the highest executive arm of the International Labour Organisation. It takes policy level decisions including reviewing Decent Work 
Agenda proposals, receives status updates on application of recommendations made through evaluation reports. 



“The evaluation function is designed to be objective and 
independent, with the aim of enhancing external credibility 
and the culture of learning and provide better support 
to the governance and oversight roles of the Governing 
Body”.35 In 2005, the ILO established a central evaluation 
unit, now called the Evaluation Unit or EVAL. EVAL, 
manages the evaluation function and ensures proper 
implementation of ILO’s evaluation policy. Within EVAL, the 
Director EVAL is the senior-most responsible official. The 
Director of EVAL reports directly to the Director-General of 
the ILO.

EVAL is responsible for a number of functions. It elaborates 
policies, sets operational guidelines and quality control 
of the evaluation components of projects, programmes, 
partnerships and strategies, and also manages high-level 
evaluations. It is also accountable for the systematic 
monitoring of follow-up to recommendations that have 
been accepted by management, and then reporting on 
such follow-up to the GB. 

For each study EVAL leads, it appoints an evaluation 
manager to conduct all study related activities, including 
internal coordination and external expert hiring and 
onboarding. Twice a year, such teams conduct high level 
strategy and policy evaluation studies. EVAL also sets 
minimum standards for any kind of evaluation activity to 
be undertaken at the ILO. For instance, the designated 
evaluation manager is completely independent and cannot 
be involved in any aspect of programme decision making. 
Maintaining the sanctity of study findings is an important 
aspect that governs quality assurance in the evaluation 
process. For example, once a draft report is prepared, 
the evaluation manager must circulate a copy to all key 
programme-related stakeholders. This ensures that no one 
party can edit the report before wider circulation.

For independent DWCP evaluations in particular, EVAL 
is responsible for drafting the Terms of Reference (TOR), 
assembling the evaluation team, participating as a full 
member of the evaluation team, circulating the evaluation 
report and managing the follow-up process. The Regional 
Office proposes countries for independent evaluation and 
supports the evaluation administratively, technically and 
financially. ROs should also provide input regarding the 
purpose, scope and methodology of the evaluation, and are 
responsible for disseminating results within the region and 
ensuring follow up to recommendations. 

Notably, the ILO also invests in training evaluation officials. 
The Evaluation Manager Certification Programme is a 
structured programme designed to equip all evaluation 
officials as per highest standards and create a network of 
qualified professionals. This was set up by ILO HRD and 
the International Training Centre in Turin, Italy.

Self-evaluations: For self-evaluations through CPRs, 
Regional Offices are responsible for coordinating the 
preparation of reports. EVAL provides general guidance, 
technical support and receives draft and final CPR reports.

B9. Key Observations

The above review of the ILO’s approach to M&E indicates 
the following key features that could be used to inform the 
design of monitoring and evaluation approaches for skills 
development programs:

1. Two levels of evaluation – self-evaluation and 
independent evaluation: The ILO relies on two levels 
of evaluation, both self-evaluation by project teams and 
independent evaluation through an objective agency 
not directly involved in project implementation. The 
ILO also provides clear guidance on evaluator team 
composition, in order to ensure the independence of 
the evaluation function and avoid potential conflicts of 
interest. For instance, evaluation teams are staffed with 
external consultant(s) and an ILO independent evaluator 
without prior links to the project, strategy or policy. Such 
principles could be applied to national skills development 
schemes, where a basic level of assessment can be 
conducted by implementing agencies themselves 
against a set of pre-determined criteria and guidelines. 
Independent verification can be conducted by NSDA 
or a third party with a clear set of guidelines to ensure 
independence. 

2. Consistent set of evaluation standards applied across 
the organization: The ‘ILO Evaluation Policy’ provides 
a common standard for conducting any evaluation 
study. In addition, the ILO has developed ‘Skills 
Development Impact Evaluation – A practical guide’, 
which are a specific set of guidelines for evaluating skills 
development projects. Similarly, the NSDA could develop 
a standard evaluation policy or guidelines, applicable 
across skill development schemes or programmes.

35 ILO policy guidelines for results-based evaluation, Evaluation Unit – ILO, 2012
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3. Selection of evaluation approaches based on project 
budgets or duration: The ILO uses project budgets as 
well as project duration as criteria for determining the 
appropriate type of evaluation study. For instance, all 
projects over US$1 million must undergo at least one 
independent evaluation, and projects over 30 months 
require annual reviews, a mid-term evaluation and a 
final evaluation. NSDA could use a similar approach to 
recommend which  specific skill development schemes 
should undertake independent evaluations, and how 
often these evaluations need to be undertaken.

4. Different types of indicators specified at an early 
stage: The ILO requires a clear set of performance 
indicators and targets including management indicators, 
output indicators, outcome indicators and impact 
indicators to be specified at the design stage. A 

similar approach could be adopted by national skills 
development programmes or schemes, where each such 
programme has a clear set of measurable targets upfront 
against which performance is measured. 

5. Strong focus on disseminating results: The ILO 
ensures that all independent evaluation studies 
are disseminated to all project stakeholders and 
that all evaluation studies are stored in a central 
online repository. As part of the feedback loop 
and organizational learning process, follow up on 
recommendations and key takeaways is also ensured. 
This provides insights for national skills development 
projects, where the NSDA could create an online 
repository to share results of all evaluations of skill 
development projects.



C.   World Bank (WB)

C1. About the World Bank

The World Bank (WB) is a multilateral development bank, 
established in 1944. It is owned by its 170 members, with 
developing countries holding 45.87% of the voting rights. 
It has over 10,000 employees in more than 120 offices 
worldwide.

While the World Bank works across sectors and 
development areas, skill development has emerged as a 
priority area especially in the context of India. The World 
Bank has in fact confirmed a US$ 1 billion package to the 
Indian government for investments in the area of skill 
development. 

C2. Overview

Results-based monitoring and evaluation (M&E) is a 
powerful tool that can be used to help policymakers and 
decision makers track progress and demonstrate the 
impact of a given project, program, or policy. While there 

is extensive literature by the World Bank on the subject 
of results-based monitoring and evaluation, the 10 step 
approach described in Figure 9 summarizes the approach to 
developing a results-based M&E system. Essentially, this 
approach describes that the following actions are essential 
in building an M&E system36:

 – Formulate outcomes and goals

 – Select outcome indicators to monitor

 – Gather baseline information on the current condition

 – Set specific targets to reach and dates for reaching them

 – Regularly collect data to assess whether the targets are 
being met

 – Analyze and report the results

Figure 9: The 10 Step Approach to Results Based M&E System

Source:  10 steps to a results based monitoring and evaluation system - Jody Zall Kusek,  Ray C Rist, World Bank, 2004
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36 Ten Steps to a Results-Based Monitoring and Evaluation System, Kusek  and Rist, the World Bank, 2004
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C2.1 Monitoring

The World Bank defines monitoring as “a continuing 
function that uses systematic collection of data on 
specified indicators to provide management and the main 
stakeholders of an ongoing development intervention with 
indications of the extent of progress and achievement of 
objectives and progress in the use of allocated funds”37.  

This definition highlights that the World Bank views 
monitoring as a continual function that allows its 
stakeholders to know the progress of the interventions 
as compared to targets, and enables informed decision 
making. Monitoring should help organizations track 
achievements by regular collection of information to assist 
timely decision making, ensure accountability, and provide 
the basis for evaluation and learning.

The monitoring function for each loan/grant/other forms of 
assistance is either done by the World Bank’s operations 
teams or primarily is the responsibility to the countries / 
agencies through which the intervention is being made.38

C2.2 Evaluation

The World Bank defines evaluation as “the process of 
determining the worth or significance of a development 
activity, policy or program... to determine the relevance 
of objectives, the efficacy of design and implementation, 
the efficiency or resource use, and the sustainability of 
results. An evaluation should (enable) the incorporation 
of lessons learned into the decision-making process of 
both partner and donor”39. Evaluation refers to measuring 
changes in outcomes and evaluating the impact of specific 
interventions on those outcomes.

The World Bank Group’s (WBG) evaluation activities are 
overseen by the Independent Evaluation Group (IEG).
The IEG is an independent unit within the WBG that 
reports to the Group’s Board of Executive Directors. The 
WBG’s operational staff conducts self-evaluations of 
the Bank’s projects as soon as the project is completed, 
known as Implementation Completion and Results 
Reports (ICRs). These are then assessed independently 
by Independent Evaluation Group (IEG) staff. The IEG 
Implementation Completion and Results Report Review 
(ICRR) is an independent, desk-based, critical validation 
of the evidence, content, narrative and ratings included in 
the ICRs. IEG undertakes a validation process for 100% 
of the World Bank’s ICRs. The review is conducted within 
180 days of the submission of the World Bank’s self-

evaluation Implementation Completion and Results Report 
to IEG. Based on the evidence provided in the ICR and an 
interview with the last task team leader, IEG arrives at its 
own ratings for the project, based on the same evaluation 
criteria used by the WBG project teams. IEG’s ICRRs serve 
as an independent validation of the results in the ICR and 
contribute to both learning and accountability40. 

Besides the ICRRs, IEG employs a number of different 
evaluation instruments:

 – Major Corporate, Thematic and Sectoral Evaluations: 
IEG every year conducts a number of major evaluations 
to assess WBG’s performance and identify lessons for 
improving operations across projects with regard to a 
particular theme, sector or corporate process. These 
are multi-level, multi-project evaluations which rely on 
elaborate mixed methods designs.

 – Country Programme Evaluations (CPEs): Country 
Programme Evaluations look at how well the WBG 
achieved its objectives over a period of up to 10 years 
for selected individual countries.

 – Cluster Country Programme Evaluations: Over the 
last 3 years IEG has been piloting an approach to CPEs 
which clusters them according to a particular client 
group. A common characteristic is an ex ante identified 
and common analytical framework used to identify 
cross-cutting findings.

 – Validation of Completion and Learning Reviews 
(CLRRs): At completion of each Country Partnership 
Framework (CPF), which is the strategy for the WBG’s 
engagement at a country level, the WBG team prepares 
a CLR. The CLR is a critical input in the design and 
implementation of the next CPF. The IEG conducts 
a desk based review of the CLR and provides an 
independent validation and rating of the CLR. IEG’s 
submits the CLR to the Board in time for its discussion 
of the new CPF.

 – Project Performance Assessment Reports (PPARs): 
IEG conducts Project Performance Assessment 
Reports (PPARs) for approximately 20% of the Bank’s 
project portfolio based on the review of self-evaluation 
reports prepared by WBG staff. Project Performance 
Assessment Reports (PPARs) are independent field-
based project evaluations, and may be conducted at any 
point after a self-evaluation (ICR) has been completed. 
While they formally follow the same rating criteria as 

37http://ieg.worldbankgroup.org/what-monitoring-and-evaluation 
38Interview with World Bank staff, New Delhi, October 2016
39http://ieg.worldbankgroup.org/what-monitoring-and-evaluation 
40https://ieg.worldbankgroup.org/ieg-search-icrr 



the ICRR, PPARs are evaluations rather than validation 
exercises, and they rely on a much broader set of 
evidence.

C3. Results Chain

In line with other Multilateral Development Banks (MDBs), 
the World Bank too to uses a results chain to develop the 
Monitoring & Evaluation Framework for its projects. The 
following (Figure 10) is an illustrative results chain that 
would be developed in the context of TVET: 

Figure 10: Results Chain of a TVET Intervention

Source: Monitoring and Evaluation - Tips for strengthening organizational 
capacity, World Bank Small Grants Program, World Bank, 2007

Inputs

The financial, human and material resources used for 
the development intervention.

Technical expertise

Equipment

Funds 

Activities

Actions taken or work performed.

Trainings workshops conducted

Outputs

The products, capital goods, and services that result 
from a development intervention.

Number of people trained

Number of workshops conducted

Outcomes

The likely or achieved short-term and medium-term 
effects or changes of an intervention’s outputs

Increased Skills

New employment opportunities

Impacts

The long-term consequences of the program, may 
be positive and negative effects.

Improved standard of living

C4. Indicators

Indicators are meant to provide a clear means of measuring 
achievement, to help assess performance, or to reflect 
changes41. The World Bank defines performance Indicators 
as measures of inputs, processes, outputs, outcomes, and 
impacts for development projects, programs, or strategies. 
When supported with sound data collection—perhaps 
involving formal surveys—analysis and reporting, indicators 
enable managers to track progress, demonstrate results, 
and take corrective action to improve service delivery42. 

The World Bank tracks a number of indicators at the 
organization level, as well as at the project level. These are 
described in detail below.

At the organization level, the World Bank tracks several 
indicators for its Corporate Scorecard, which have standard 
definitions and are tracked through existing reporting 
systems. There are four tiers of such indicators43:

i. Tier I: Macro level indicators which typically rely on 
national statistics. It generally takes 3-5 years to 
observe changes in such indicators. Examples are 
Population below US$ 1.25 (PPP) a day, GDP per capita, 
and Primary school completion rate.

ii. Tier II: Country results supported by Bank operations. 
This data is collected through a bottom-up process. 
Each Bank operation has a results framework with 
indicators, and tracks progress through Implementation 
Status and Results Reports (ISRs) updated every 6-12 
months. These results are captured in the Bank’s data 
systems for real-time reporting. About 24 sectors/
themes across the World Bank now have standardized 
core sector indicators with standard definitions that can 
be used for corporate as well as project level reporting. 
Data on these indicators also comes from the ICRs. 
Examples of such indicators are teachers recruited and 
trained, children immunized, and roads constructed or 
rehabilitated. 

iii. Tier III: Development outcomes and operational 
effectiveness. These indicators measure whether 
the Bank is managing the performance of its 
activities effectively to achieve results. Examples are 
development outcome ratings (e.g. of completed 
Country Partnership Strategies), clients’ impression of 
Bank effectiveness, gross disbursements, and projects 
with gender-informed design.

iv. Tier IV: Organizational effectiveness and modernization. 
These indicators measure whether the Bank is 

41Monitoring & Evaluation, World Bank Small Grants Program, 2007
42Monitoring & Evaluation: Some Tools, Methods & Approaches, The World Bank, 200
43World Bank Corporate Scorecard, April 2013
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managing skills, capacity, resources and processes 
efficiently, and if business modernization is on track. 
Examples are staff diversity, decentralization, and 
average cost of preparing a lending project. 

At the project level, two types of indicators are used44: 

i. Project Development Outcome45 (PDO) level results 
indicators (outcome indicators) that are intended to 
measure the uptake, adoption and use of outputs by the 
target group within the project period; and 

ii. Intermediate-level results indicators that track progress 
towards achieving the development objectives until 
the final outcomes are attained (these may also track 
progress in project outputs)

The core sector indicators mentioned above can be used 
when applicable at the PDO level or at the intermediate 
level. A core sector indicator is an outcome or output 
indicator that can be measured and monitored at the 
project level, and can be aggregated across projects and 
countries for corporate reporting. Core sector indicators 
only cover some of the most recurrent results of Bank 
operations. Some examples of World Bank core sector 
indicators in the education sector are as follows46:

1. Primary school completion rate (Tier 1)

2. Gender parity index (MDG3) (Tier 1)

3. Number of additional qualified primary teachers resulting 
from project interventions (Tier 2)

4. Number of additional classrooms built or rehabilitated 
at the primary level resulting from project interventions 
(Tier 2)

5. System for learning assessment at the primary level 
(rating scale)

For each indicator, units of measurement need to be 
specified47. These may be quantitative (i.e., kilometers, 
numbers of people, percentages) or qualitative (i.e., yes/
no). In either case, both the indicator and the definition of 
the unit of measurement need to be clear.

C5. Developing a Monitoring and Evaluation Plan

The World Bank’s equivalent of the M&E plan is the 
Results Framework48. The Results Framework helps to 

assess progress toward the development objective and 
to make course corrections when necessary. It also helps 
to evaluate the project’s performance at completion. 
The Framework translates the results chain (described 
previously) of an intervention into indicators49. 

The Results Framework has three main elements: 

i. a statement of the project development objectives 
(PDO)

ii. a set of indicators to measure outcomes that are linked 
to the PDO and a set of intermediate results to track 
progress toward achieving outcomes; indicators are 
accompanied by corresponding baselines and annual 
targets 

iii. M&E arrangements specifying clear units of 
measurement for each indicator, baselines, annual and 
final targets for each indicator as well as the roles and 
responsibilities for collecting, reporting, and analyzing 
data on those indicators. For each indicator, the Results 
Framework specifies where the information will come 
from, who will gather it, and how often reporting will 
take place. 

The Results Framework is typically developed while a 
project is being prepared or designed, which underscores 
the World Bank’s focus on results-based management. The 
main design document for World Bank projects, known as 
the Project Appraisal Document (PAD), should contain a 
comprehensive results framework including the PDO, PDO-
level indicators, and intermediate results indicators. 

Capacity and costs for M&E need to be considered upfront 
during the planning stage. The capacity for collecting, 
analyzing and reporting performance information needs 
to be in place – this may require developing the client’s 
capacity for M&E, since much of this data is likely to rely 
on the client/borrower’s M&E systems. Costs for M&E 
should also be budgeted for. Usually M&E costs represent 
between 3-5% of the project cost and are budgeted as part 
of the borrower’s administrative costs50. If the borrower 
requires so, such costs can be paid for by the project.

During the project preparation phase, teams also need 
to decide whether or not to include an impact evaluation. 
Impact evaluations are a tool to establish causality 

44MResults Framework and M&E Guidance Note, World Bank, 2013
45The PDO is the outcome that a project is expected to achieve for its primary target group, given its scope, duration, and resources. 
46Core Sector Indicators and Definitions, World Bank, July 2013
47Results Framework and M&E Guidance Note, World Bank, 2013
48This is our interpretation based on desk research and experience
49Results Framework and M&E Guidance Note, World Bank, 2013
50Results Framework and M&E Guidance Note, World Bank, 2013



between the project’s activities and its outcomes, and 
can be a useful tool for measuring results and attribution. 
That is, they can tell the team how much of the change is 
caused by the intervention. It is not necessary for every 
project to include an impact evaluation in its design, as 
there are usually costs involved and must be well-designed 
and implemented to be meaningful. However, if the teams 
do decide to include an impact evaluation, these should be 
budgeted for upfront. The World Bank may also share the 
costs of impact evaluations with clients.

Risk Assessment: Importantly, the Results Framework 
also takes into account the risks or constraints the project 
may face that could affect the achievement of results. A 

project risk assessment helps to identify the key risks to 
results, measures to address the risks, and if necessary, 
adjustments to project design to improve the likelihood of 
achieving results.

Table 8 and 9 depict a sample Results Framework for a 
World Bank project. The tables show the framework in two 
parts – the first table represents the PDO, PDO indicators, 
and how the information on outcomes will be used; the 
second table shows the same indicators with baseline 
and target values, as well as the arrangements for data 
collection and reporting.

Project Development 
Objective

Project Development Objective 
Indicators

Use of Outcome Monitoring

Increase small producers’ 
productivity and market 
access for targeted 
commodities in the project 
area

Average yield of commodities in 
targeted value chains (bananas, 
irrigated rice, coffee and milk) 
(tons/ha or liters per cow, respectively)

Project development indicators would 
show the efficiency and effectiveness of 
sub-projects and other projects investment 
in boosting agricultural productivity 
(increase in yields) and generating market 
surpluses (fraction of production marketed) 
for targeted value chains.

Intermediate Outcome Outcome Indicators Use of outcome monitoring

Component 1: Agricultural 
technology transfer and 
linkage to market

 – Percentage of participating 
farmers (male/female) adopting 
new technology packages 
(for production, post-harvest, 
processing etc)

 – Percentage of producers adopting 
animal breeds and husbandry 
practices for milk production

 – Percent participating producers 
groups/associations/cooperatives 
having contractual arrangements 
with marketing agents

 – Number of direct project 
beneficiaries of the new 
technological packages and 
market linkages

 – Number of indirect project 
beneficiaries of the new 
technological packages and 
market linkages

 – This indicator would show how 
effective project services are in 
assisting farmers with technology 
change

 – This indicator would show the 
effectiveness of the transfer of 
knowledge and advisory services

 – This indicator would show to what 
degree producer groups/associations/
cooperatives are embarking on 
commercial agriculture

 – This indicator would show how the 
project would affect other people 
living in the project area

 – This indicator would show the 
overall effectiveness of subproject 
completion

Table 8: Sample Project-Level Results Framework – Part 1: World Bank

Source: Designing a Results Framework for Achieving Results – A How-to Guide, IEG, World Bank, 2012
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Project 
outcomes 
indicators

Baseline Target Values Data Collection and Reporting

YR 
1

YR 
2

YR 
3

YR 
4

YR 5 
(Target)

Frequency 
and reports

Date 
collection 
instruments

Responsibility 
for data 
collection 

Average yield of targeted commodities

Rice (t/ha) 2.5 2.8 3.3 3.8 4.0 4.0 End of 
cropping 
season

Annual 
producer 
survey

PCU

Banana (t/ha) 9.0 NA 12 14 16 16 End of 
annual 
marketing 
period

Annual 
producer 
survey

PCU

Coffee (t  
cherries/ha)

0.4 0.5 0.6 0.7 0.8 0.8 End of 
annual 
marketing 
period

Annual 
producer 
survey

PCU

Milk (l/yr) 350 400 500 650 800 950 End of 
annual 
marketing 
period

Annual 
producer 
survey

PCU

Percent of 
production of 
commodity in 
targeted value 
chains marketed 
by participating 
producers

10 12 18 22 26 30 End of 
annual 
marketing 
period

Annual 
producer 
survey

PCU

Target Values (Cumulative)

Support to agricultural productivity and market process

Percentage of 
participating 
(male/female) 
farmers adopting 
new technology 
packages (for 
production, 
post-harvest, 
processing and 
so forth)

10 15 30 45 60 70 Cropping 
season/ 
annually

Cropping 
season/ 
Annual 
sample 
survey

IPCU/PSP

Table 9: Sample Project-Level Results Framework – Part 2: World Bank



Source: Designing a Results Framework for Achieving Results – A How-to Guide, IEG, World Bank, 2012 

Project 
outcomes 
indicators

Baseline Target Values Data Collection and Reporting

YR 
1

YR 
2

YR 
3

YR 
4

YR 5 
(Target)

Frequency 
and reports

Date 
collection 
instruments

Responsibility 
for data 
collection 

Percentage 
of producers 
adopting animal 
breeds and 
husbandry 
practices for milk 
production

10 15 30 45 60 70 Annually Annual 
sample 
survey

IPCU/PSP

Percentage of 
participating 
producers group/
associations 
cooperative 
having contractual 
agreements with 
marketing agents

0 2 5 10 15 20 Annually Annual 
sample 
survey

IPCU/PSP

51Impact Evaluation –The Experience of the Independent Evaluation Group of the World Bank, World Bank
52Designing a Results Framework for Achieving Results – A How-to Guide, IEG, World Bank, 2012
53Results Framework and M&E Guidance Note, World Bank, 2013
54Impact Evaluation –The Experience of the Independent Evaluation Group of the World Bank, World Bank

Once a project is completed, the project team prepares 
an Implementation Completion Report and assigns ratings 
for all Board-approved projects. The project is assessed on 
its effectiveness in achieving its objectives, the relevance 
of objectives and design, and the efficiency of resource 
use in achieving objectives. IEG then carries out a review 
of all ICRs. This process is described in more detail in the 
reporting section below. 

Costs of evaluation studies vary based on considerations 
such as scope, research methodology, frequency of 
data collection, duration, and tools. However in IEG’s 
experience, rigorous impact evaluation could cost anything 
ranging from US$ 300,000 and US$ 500,000 per study51.

C6. Methodology and tools for data collection

Data can be obtained two main ways: by using existing 
data available from others or the programme or by 
collecting new data (typically through surveys, focus 
groups or observations)52. Referring back to the Results 

Framework, guidelines state that it is preferable to anchor 
the measurement of results on existing data sources53. 

Basic monitoring information is usually available through 
a combination of administrative databases and sample 
or census-based surveys. Selecting the data sources is a 
fundamental decision that should be made together with 
the selection of indicators. Potential data sources include 
internal data (WBG and IEG), and external data sets. 

Quantitative data for evaluations may come from four 
sources namely- own surveys, piggy-backing, synchronized 
survey, or analyzing existing data sets54. 

Different data collection tools can be adopted for different 
types of evaluation studies. These usually include literature 
review, portfolio analysis, site visits, semi structured 
interviews, Core Welfare Indictors Questionnaire (CWIQ), 
client satisfaction surveys, citizen report cards amongst 
others. These methods are not mutually exclusive and can 
be applied simultaneously. 
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Parameters Rating Scale

1. Outcomes Highly Satisfactory, Satisfactory and moderately  Unsatisfactory

2. Bank Performance Highly satisfactory, Satisfactory, Moderately satisfactory / unsatisfactory, 
unsatisfactory, Highly unsatisfactory

3. Borrower Performance

4. Risk to development programs Negligible to Low, Moderate, Significant, High

Additional Parameters rated by IEG:

5. Quality of Monitoring & Evaluation High,  Substantial, Modest, Negligible

6. Quality of ICR Exemplary, Satisfactory and Unsatisfactory

Table 10: Project Performance Ratings – World Bank

55Adapted from Results Framework and M&E Guidance Note, World Bank, 2013
56World Bank Project Performance Ratings – Codebook, IEG, World Bank, 2015

Source:  World Bank Project Performance Ratings – Codebook, IEG, World Bank, 2015

C7. Reporting and Dissemination

Project reports: The World Bank integrates M&E principles 
at different stages of project reporting55:

i. Project Appraisal Document (PAD): At the design 
or preparation stage of a project, PDOs and a 
comprehensive Results Framework which form part of 
the PAD.  As discussed earlier, the Results Framework 
includes indicators and corresponding targets for each 
level of results. 

ii. Implementation Status and Results Report (ISR): 
During project implementation, systematic reporting 
on the indicators takes place as part of the ISR, where 
progress on indicators is updated on the ISR results 
section. ISRs also assign a project rating to the PDO, 
based on the likelihood that the project will be able to 
achieve its objectives. By the first ISR, all indicators are 
expected to have baseline values and targets. All ISR 
results data is made public and is linked to corporate 
level results monitoring. 

iii. Implementation Completion Report (ICR): At project 
completion, the ICR discusses the extent to which the 
operation achieved its objectives based on the original 
results framework. 

Based on the evidence presented in the ICR, IEG reviews 
the achievements and lessons from a project and comes 
to an independent judgment on its performance ratings, 
which may differ from those in the ICR. The World Bank and 
IEG share a common, objectives-based project evaluation 
methodology, which looks at project achievements against 
stated objectives56, and allows for a comparison between 
project team ratings and IEG ratings. IEG’s performance 
ratings for the project are communicated to the Bank, are 
used for official tracking of the lending portfolio, and then 
disclosed to the public through this dataset. For a subset of 
completed projects (~20-25 percent), IEG performs an in-
depth field-based evaluation, called a Project Performance 
Assessment Report (PPAR). Any ratings obtained on the 
basis of a PPAR supersede the ratings from an ICR Review, 
and they are also included in this dataset. 

The World Bank Group and Independent Evaluation 
Group (IEG) rate the effectiveness and efficiency of each 
programme along the following parameters: outcomes, 
risks, bank performance and borrower performance. 
Additionally, the IEG also rates the quality of the ICR, and 
quality of Monitoring and Evaluation, as shown in Table 10: 



57The World Bank Group defines a Fiscal Year as 1 July of the first calendar year to 30 June of the next calendar year.
58Annual Report 2016, World Bank
59Managing evaluations: A how-to guide for managers and commissioners of evaluations, World bank Group (2015)

Independent evaluation reports by IEG: The IEG 
conducts various types of assessments and evaluations, 
as discussed previously. These include ICRRs, Major 
Corporate, Thematic and Sectoral Evaluations, Country 
Programme Evaluations (CPEs), Cluster Country 
Programme Evaluations, Validation of Completion and 
Learning Reviews (CLRRs), and Project Performance 
Assessment Reports (PPARs).

Corporate Scorecards: The Corporate Scorecard provides 
information on the Bank’s overall performance and the 
results achieved by its clients, against the backdrop of 
progress on global development objectives. It reports four 
tiers of indicators, as discussed previously. The Corporate 
Scorecard is updated twice a year, and is discussed by 
the World Bank Group’s Board of Executive Directors, as 
well as Senior Management. Most indicators in Tier III and 
IV are updated on a quarterly basis and reported to the 
Board regularly. Externally, fiscal year 201257 marked the 
first time the World Bank Annual Report showcased the 
Corporate Scorecard. In April 2012, the Bank launched its 
interactive, web-based electronic version of the Corporate 
Scorecard, giving online access to the Bank’s shareholders 
and stakeholders. 

Annual Reports: The World Bank’s Annual Reports 
highlight the contributions made by the Bank to 
development results achieved in different partner countries. 
The Annual Report for 2016 highlights examples of results 
achieved in 30 countries across the globe.  For instance, 
in Sri Lanka, school-based teacher development programs 
have benefited about 186,500 teachers since 2012; and 
in the Democratic Republic of Congo, 1.2 million people 
in urban areas were provided with access to improved 
drinking water from 2014 to 201558.

Dissemination: Dissemination of findings is especially 
critical in the case of evaluation studies. The World Bank 
recommends the following steps for dissemination59: 

1. Communicating results:  
After finalization of an evaluation study report, it is the 
responsibility of the evaluation manager to determine 
a dissemination strategy and associated timeline. 
Important factors to consider include, understanding 
the relevant audiences and the most effective ways of 
communicating with them, how to account for the fact 
that different stakeholders may have divergent points 

of view, and whether there findings are of a sensitive 
or controversial nature. The World Bank highlights the 
critical role of communication specialists, especially 
when the findings are of a sensitive or controversial 
nature. Such specialists can advise how to present 
findings in a constructive way that best encourages 
their use.  Evaluation findings can also be presented 
at professional conferences to share learnings with a 
broader audience of experts. 

2. Following up on evaluation recommendations: 
Evaluation managers are encouraged to follow up 
to understand application of recommendations but 
more importantly, try and identify ‘champions’ for 
the recommendations. Application or adoption of 
recommendations, may require intensive negotiation 
and hand holding. In this case, programme managers 
become an important stakeholder as they would 
play a key role in accepting and adopting the 
recommendations.

3. Wrapping up evaluations 
While adoption of recommendations and continuous 
follow up are longer term actions, the evaluation 
manager would need to formally complete the evaluation 
task itself. Key decisions associated with study closure 
include secure data storage, archiving the data for future 
use and analysis, and the authority for future release of 
data.

C8. Governance

The World Bank Group (WBG) is firmly committed to a 
results-based approach. A focus on results is at the heart 
of the WBG’s approach to delivering programs and policy 
advice. 

As indicated earlier, the WBG’s evaluation process consists 
of self-evaluation by project teams (through the ISR), and 
independent assessments and evaluations by IEG (through 
a number of different evaluation studies described earlier). 
Upon completion of a project, the operations team/project 
team is responsible for completing the ISR. The ISRs then 
go to the IEG for validation. The IEG also regularly conducts 
other evaluation studies.  The Governance structure for 
the IEG in particularly is noteworthy, as it functions as 
a department which is independent of the World Bank 
Group’s management.
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The IEG evaluates the development effectiveness of WBG, 
in order to provide evidence to deliver better services and 
results to clients. The IEG is fully independent of WBG 
Management, and reports directly to the World Bank 
Group’s Board of Executive Directors. The IEG’s budgets 
and work programme are decided in concert with the 
Board; and it has unrestricted access to all Bank records 
and staff in conducting its evaluations. The Director 
General, Evaluation is the senior-most official at the IEG.

C9. Key Observations

Our review of the World Bank’s approach to M&E provides 
the following insights:

1. Strong organization-wide focus on results and 
accountability: As a public institution, the World Bank 
places strong emphasis on results-based management 
of its operations. Accordingly, development results are 
ingrained at every stage of a project from preparation 
to completion. The Bank also makes results available 
publicly, to ensure accountability and transparency of its 
operations. The commitment to results is evidenced by 
the fact that (a) projects often provide budgets to clients 
(such as country governments) to strengthen the latter’s 
capacity to monitor and evaluate, (b) project teams and 
IEG rate projects regularly for their performance on 
development results and these ratings are made public, 
and (c) the IEG receives a separate budgetary allocation 
from the WBG Board to implement its work programme. 
This could provide insights for skill development 
programmes in India, where the NSDA could support 
capacity building of implementation agencies for 
M&E, develop a rating system for M&E capacity for 
different skill development schemes or programmes 
or any institution that is engaging in skill development 
programmes, and provide resources and mandate to 
an independent agency for conducting certain types of 
evaluations. 

2. Two levels of evaluation – self-evaluation and 
independent evaluation: The World Bank relies on 
two levels of evaluation, both self-evaluation by project 
teams and independent evaluation through an objective 
agency not directly involved in project implementation. 
The independent agency (the IEG in this case) also 
validates the ratings assigned by project teams. Such 
principles could be applied to national skills development 
schemes. Implementing agencies themselves could 
conduct a basic level of assessment against a set of 
pre-determined criteria and guidelines, and NSDA or an 

NSDA-appointed third party could conduct independent 
verification, with a clear set of guidelines to ensure 
independence. 

3. Different types of evaluation studies conducted 
to encourage organizational learning; emphasis 
on follow up: The IEG conducts different types of 
evaluation studies at the corporate/thematic/sectoral 
level, country level and project level. The focus of 
all of these studies is to encourage organizational 
learning and strengthen the delivery of products and 
services to the Bank’s clients. Accordingly, the Bank 
also places considerable focus on ensuring follow up 
on recommendations contained in these studies. The 
IEG also receives an independent budget for its work 
programme, as mentioned earlier. A similar approach 
could serve skill development programmes in India, 
where different types of studies could be conducted 
depending on the learning objective; a mechanism 
could also be put in place to confirm whether the 
recommendations of the studies convert into action. 
These activities would require a dedicated allocation of 
resources as they entail additional cost.

4. Emphasis on results based design of projects, 
through results frameworks: At the World Bank, 
M&E principles are integrated right from the project 
preparation stage. A comprehensive results framework 
forms part of the main design document or PAD for any 
project. The World Bank also provides clear guidelines 
for the development of these Results Frameworks. 
This approach could also translate to skill development 
programmes in India, where each new programme could 
be required to follow a set of clear guidelines to ensure 
that M&E is integrated upfront. The indicators, baselines 
and targets specified upfront would also form the basis 
for assessing scheme or programme progress and 
achievements at a later stage. 

5. Project ratings assigned based on the achievement 
of development outcomes: As mentioned above, the 
Bank regularly rates its projects on the achievement 
of development outcomes, and the IEG independently 
validates these ratings. The project teams and IEG use a 
number of rating dimensions and rating scales to make 
this assessment. Together, these parameters provide 
management and other stakeholders with single a 
snapshot of the achievement/non-achievement of project 
objectives. A similar project/scheme rating system could 
be applied to skill development programmes in India, 
to provide insights about whether or not the initiative 



is achieving/has achieved its objectives. This will also 
require that project objectives, indicators and targets be 
specified upfront.

6. Different types of project level indicators and 
organization level indicators used: The World Bank 
requires a clear set of performance indicators and 
targets to be specified at the design stage. It also uses 
four tiers of indicators for corporate reporting. The Bank 
has identified a number of core sector indicators for 
specific sectors, and these can be tracked by various 
projects working on those sectors (this also enables 
the aggregation of results across the Bank). A similar 
approach could be adopted by skill development 
programmes or schemes, where each programme has 
a clear set of measurable targets upfront against which 
performance is measured. The NSDA could also identify 
some core indicators that should be tracked by different 
skill development programs, and aggregate data on 
these indicators across different schemes.

7. Strong focus on reporting and disseminating results; 
use of Corporate Scorecards to provide a snapshot 
of performance: The IEG ensures that all independent 
evaluation studies are disseminated to key stakeholders 
and available on its website. The Bank also publishes 
an organisation-wide scorecard that showcases results 
across different corporate indicators. This has insights 
for national skills development projects, where the 
NSDA could create an online repository to share results 
of all evaluations of skill development projects. The 
NSDA could also publish an organization-wide scorecard 
reflecting the status of skill development across the 
country – this would follow a bottom-up approach, 
relying on data from different schemes and programmes 
that use the core indicators mentioned in the previous 
point. 
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D.    Technical Education and Skills Development 
Authority (TESDA), Philippines

D1. About TESDA

The Technical Education and Skills Development Authority 
(TESDA) is a government agency in the Philippines, 
entrusted with the task of Technical Vocational Education 
and Training (TVET).  Established in 1994, TESDA is the sole 
authority, enabler, manager and promoter of TVET in the 
country60.  

TESDA uses four modes of TVET delivery. These are: 
school-based (formal61 delivery of TVET programs by 
schools), center-based (non-formal training undertaken 
in TESDA Regional and Provincial Training centers), 
community-based (programs for skills training in 
communities to facilitate self-employment), and enterprise-
based (programs like apprenticeships carried out in firms/
industries). The Table below provides a snapshot of TESDA’s 
performance in TVET.

TESDA’s mandate: TESDA is mandated to62: 

 – Integrate, coordinate and monitor skills development 
programs;

 – Restructure efforts to promote and develop middle-
level manpower;

 – Approve skills standards and tests;

 – Develop an accreditation system for institutions 
involved in middle-level manpower development;

 – Fund programs and projects for technical education 
and skills development; and

 – Assist trainers training programs.

Oversight to the National Plan on Technical Education 
and Skills Development: As the nodal agency for skills 
development in the Philippines, TESDA functions as the 
oversight body of the National Technical Education and 
Skills Development Plan (NTESDP) process. The NTESDP 
outlines strategies, policies and programs to guide the 

Program 2011 2012 2013

Institution-based training 883,397 1,041,960 1,018,935

Community-based training 621,968 672,075 798,019

Apprenticeship 71,489 90,707 77,439

Scholarship 

 – TWSP 

 – PESFA

258,472

27,765

179,725

26,530

101,513

24,183

Competency Certification 703,360 830,458 973,693

Table 11: TESDA - Progress on Technical Vocational Education and Training (2011-2013)

Source: www.tesda.gov.ph

60 A Results-Based Monitoring and Evaluation Framework to Determine Performance and Success of ESD in TVET: The Case of the Philippines, Dr. Miriam 
Necesito, Prof. Romeo B Santos, John Ian Fulgar ,2010

61 The education system in the Philippines embraces formal and non-formal education. Elementary education is composed of 6 years and secondary 
education is 4 years, which together with the tertiary education comprise the formal education system. On the other hand, non-formal education includes 
education opportunities, even outside school premises, that facilitate achievement of specific learning objectives for particular clienteles, especially the 
out-of-school youths or adult illiterates who cannot avail of formal education. An example is functional literacy programmes for non-literate and semi-
literate adults which integrate basic literacy with livelihood skills training.

62http://www.tesda.gov.ph 
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major TVET actors on how to address the economy’s skills 
requirements. It also includes a Monitoring and Evaluation 
Framework to measure and inform progress.

The Plan, now in its third cycle (2011-2016)63, mainly 
focuses on preparing the country’s skilled workforce for 
the 21st century. The plan is directional and its operational 
translation takes place in the Regional and Provincial 
Technical Education and Skills Development Plans (R/
PTESDPs). Both national and sub-national plans are 
accompanied by Work and Financial Plans (WFPs) that 
contain output and resource input requirements. An 
intensive consultative process characterizes all stages of 
the planning cycle. 

D2. Overview

TESDA understands that the successful implementation 
of the NTESDP, which involves multiple stakeholders, 
necessitates intensive monitoring and evaluation. 
Accordingly, a Monitoring and Evaluation Framework 
measures performance as indicated in the plans. This is 
described in detail below. 

Monitoring - Efficiency, Effectiveness and Review (EER) 
approach 

NTESDP uses an EER approach to monitor plan 
achievements. This framework focuses on three basic 
principles, as outlined in Table 12:

This framework provides a process for reviewing 
and classifying programs, activities and projects 
implemented under the plan, based on whether or not 
they are appropriate and effective in achieving the desired 
objectives. These criteria are also used for an annual 
review, to design catch up plans towards the achievement 
of desired results. 

Within this overall framework, TESDA measures the 
success of the plan through specific performance 
indicators. These are described in detail in the section on 
Performance Indicators below.

Evaluation - Research as a complementary evaluation 
mechanism

Research studies complement plan monitoring and 
evaluation efforts. TESDA is required to conduct various 
kinds of research studies, such as:

a. Impact Evaluation Studies (IES): TESDA biennially 
conducts IES of TVET Programs, as part of its quality 
assurance policy. The IES is a comprehensive study that 
monitors and assesses the efficiency and effectiveness 
of TVET provision, especially on the employability of 
TVET graduates64. Such studies identify and quantify the 
impact of the programme on a particular group of people 
that take part in it, such as TVET graduates in this case.

The study also serves as a feedback mechanism on 
the status of implementation of major TVET policies 
and programmes such as programme registration, 
competency assessment and certification, and 
scholarships. The 2011 IES of TVET Programs in particular, 
provided the benchmarks for key indicators (especially 
the employment and certification rates) as a basis for 
monitoring the implementation of NTESDP 2011-2016. 
 

Principles Basic questions to be responded

RESPONSIVENESS/Appropriateness of plan 
interventions relative to the goals and targets

Are the programs, projects and activities deemed 
appropriate or should they be abolished, changed or 
reprioritized?

EFFECTIVENESS to achieve the desired outcome Will the outputs of programs, projects and activities able 
to achieve the desired outcomes?

EFFICIENCY having the best value for plan investments Are the programs, projects and activities producing the 
outputs at competitive cost?

Table 12: EER Approach to Monitoring

Source: NTESDP, 2011-16

63Previous cycles of the NTESDP were: first cycle (1999-2004) and second cycle (2005-2009)
642011 Impact Evaluation Study Of TVET Programs, TESDA



Specifically, the IES aims to generate national and 
regional data/information in order to: 

 – Estimate the employment and skills utilization of TVET 
graduates; 

 – Estimate the length of job search from graduation; 

 – Analyze the types of employment;

 – Identify TVET qualifications that have better chances of 
employment for the graduates; 

 – Compare the performance of certified vs. non-certified 
TVET graduates in terms of employment; 

 – Identify the incentives given by the employers to the 
employed graduates with competency assessment; 

 – Assess the impact of TWSP programmes in terms of 
assessment/certification, employment and income 
levels of its graduates; 

 – Determine status of Ladderized Education Programme 
(LEP) graduates in terms of pursuing college degree 
program;

 – Identify reasons for unemployment and for not joining 
the labor force; and, 

 – Determine the usefulness of other support 
programmes of TVET to raise the employability of 
graduates.

b. Employer Satisfaction Surveys: Piloted in 2008, these 
surveys help get regular feedback from industries and 
employers on TVET graduates’ performance in the 
workplace.

c. Other studies: Other studies recommended in the 
NTESDP include Study on the Effects of K to 12 
Implementation to TVET, study on Good Practices 
of TESDA Technology Institutions and the APACC 
(Asia Pacific American Chamber of Commerce)-
accredited Institutions, acceptability of Assessment 
and Certification by the Employers and Industry, and 
Comparability of Training Regulations with ASEAN 
Neighbors and the APEC (Asia Pacific Economic Co-
operation) Region.

D3. Results Chain

While the NTESDP does not make specific reference to a 
Results Matrix or Results Chain, it outlines “TVET System 
Elements” which are similar to a results chain, in that they 
describe a process of change from inputs to impacts. 

TVET System Elements: The TVET system consists of 
inputs, outputs, outcomes and impacts, which is similar to 
the components of a standard results chain. As shown in 
Table 13 below, for each of these components, the system 
specifies indicators such as trainers trained, persons 
enrolled and graduated, certification rate, etc. 

The system also specifies an indicator typology, which 
classifies the indicators into efficiencies (either internal 
or external) or effectiveness. Specifically, the system 
measures three types of indicator typologies - internal 
efficiencies, effectiveness and external efficiencies:

i. Internal efficiencies refer to how well resource inputs 
are used to produce outputs. 

ii. Effectiveness refers to the extent to which outputs are 
able to achieve the desired outcomes. 

iii. External efficiencies refer to market results relative to 
outcomes and are therefore focused on the demand 
side. 

In addition, the TVET system also specifies a set of 
indicator elements, which are what TESDA seeks to 
achieve as it directs and manages the provision of TVET. 
These indicator elements are adequacy, proportionality, 
access, equity, quality, relevance and responsiveness. As 
mentioned above, a set of indicators are tracked across the 
different typologies and elements. 
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Input Output Outcome Impact

Indicator  – Institutions 
operative

 – Trainers 
trained

 – Resources 
mobilized

 – Programmes registered

 – Trainings regulations promulgated

 – Training seats available

 – Curriculum exemplars developed

 – Assessment tools developed

 – Persons enrolled & graduated

 – Persons assessed & certified

 – Students assisted via 
scholarships

Certification 
Rate

Employment Rate

Indicator 
Elements

Adequacy 
Proportionality

Access Equity Quality Relevance 
Responsiveness

Indicator 
Typology

Internal 
Efficiency

Effectiveness External 
Efficiency

SUPPLY DEMAND

Table 13: TVET System Elements

Source: NTESDP, 2011-16

As shown in Table 13 above, TESDA and the NTESDP 
2011-2016 broadly categorize performance indicators into 
internal efficiencies, effectiveness and external efficiencies. 
Examples of indicators are each level are as follows:

i. Internal Efficiencies: 

 – Institutions operative

 – Trainers trained 

 – Resources mobilized

ii. Effectiveness:

 – Programmes registered

 – Training regulations promulgated

 – Training seats available

 – Curriculum exemplars developed

 – Assessment tools developed

 – Persons enrolled and graduated

 – Persons assessed and certified

 – Students assisted via scholarships

 – Certification rate

 – Per Capital Costs of Training

iii. External efficiencies:

The main indicator here is the employment rate. This refers 
to the total number of graduates employed at time of 
survey to the total number of graduates or the graduates in 
the labor force. 



Indicators 2011 2012 2013 2014 2015 2016

Enrolment

Male

Female

1,030,000

529,420

500,580

1,140,000

585,980

554,040

1,131,000

581,334

549,666

1,264,100

649,696

614,304

1,410,510

725,002

685,508

1,571,560

807,782

763,778

Graduates

Male

Female

930,000

478,020

451,980

1,030,000

529,420

500,580

1,010,000

519,140

490,860

1,131,000

581,334

549,666

1,264,100

649,747

614,353

1,410,510

725,002

685,508

No. of persons 
assessed

600,000 660,000 726,000 798,600 878,460 966,306

No. of persons 
certified

510,000 564,300 624,360 690,789 764,260 845,518

Certification rate 85.00 85.50 86.00 86.50 87.00 87.50

Employment rate 60.8 60.8 60.8 60.8 60.8 60.8

PESFA65 15,000 15,000 15,000 15,000 15,000 15,000

TWSP 70,000 70,000 200,000 200,000 200,000 200,000

Table 14: Training Targets by Sector

Source: NTESDP, 2011-16

D5. Developing a Monitoring and Evaluation Plan

As discussed earlier, TVET targets are outlined in the 
NTESP document for 2011-16. The plan outlines a set of 
targets for key indicators, which are broken down annually 
and by sector. As shown in Table 14 below, the NTESDP 
2011-16 plan sets and monitors annual targets for the 
following key indicators:

1. Enrolment: male and female

2. Graduates: male and female

3. Number of persons assessed

4. Number of persons certified

5. Certification rate: This is the certification rate being 
registered by those who have undergone the 

assessment and certification process in various 
qualification levels. This reflects the quality of the TVET 
programmes being offered, and could serve as a basis 
for reviewing the curriculum, capability of trainers, 
facilities and equipment, etc.

6. Employability or employment rate: Employability of TVET 
graduates reflects whether or not TVET programmes are 
in line with the requirements of the job market.

Of the above, Certification rate and employability are 
regarded as two key indicators for the NTESDP. Targets 
for enrolment, graduates and certification are further 
disaggregated by each sector e.g. electronics, furniture, 
garments, transport etc.

65PESFA: Private Education Students Financial Assistance Program (PESFA) ; TWSP: Training for Work Scholarship Program (TWSP)
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Furthermore, the NTESDP also sets out a more detailed 
monitoring plan with specific objectives, corresponding 
indicators to measure each objective, annual targets for 
each indicator, and corresponding annual budgets for each 
indicator. Importantly, budgets are linked to measurable 
targets. The NTESDP, 2011-2016, highlights the use of 
Efficiency and Effectiveness (EER) Approach to Monitoring. 
The EER framework lays out standard processes for 
“reviewing and classifying Priority Sector Activities (PSAs) 

and Programs, Activities and Projects (PAPs) as regards 
their appropriateness and effectiveness in attaining the 
desired objectives”. This is envisioned to allow efficient 
allocation of resources (financial ad non-financial) for 
achieving the goals. Pre-defined performance indicators 
will be used to measure and track success of the plan. 
The following (Table 15) is tabular representation of the 
performance measurement metrics:

Areas Efficiency Access

Accountability Internal 

Targets Vs. Budget 
resource allocation and 
management prioritization

External 

Review of TVET investments of other 
agencies per Sec. 25 of RA 7796 re: 
coordination function of TESDA

 – No. of  graduates

 – No. of PESFA slots

 – No. of TWSP slots

 – No. of certified 
workers

 – Segmentation of 
clients

 – Training cost

Performance 
Regulation

 – Standards 
development

 – Training regulations 
development

 – Programme 
registration and 
accreditation

 – Accreditation of 
assessment centers/ 
venues

 – Accreditation of 
trainers/ assessors

No. of persons assessed and 
certified

 – Compliance audit

 – Continual 
improvement

 – Quality 
management 
system

 – Reporting system

Value 
Contribution

Labor market information  
(Best-job-fit)

Employability

Table 15: Metrics foe performance measurement of the plan

Source: NTESDP, 2011-16



TESDA in turn reports the overall numbers on an annual 
basis to the public. 

As mentioned earlier, Independent Evaluation Studies of 
TVET Programmes have been institutionalized and are 
regularly conducted by TESDA, at least on a biennial basis.

D6. Methodology and tools for data collection

TESDA primarily uses tracer studies to conduct the IES 
of TVET Programs, in order to assess the impact of the 
interventions on skill development. The following are some 
of the highlights of the approach adopted by TESDA in the 
evaluation studies:

Tracer Studies

Tracer studies are sometimes referred to as follow up 
studies, because they trace individuals sometime after 
an event (such as training) has taken place, and follow 
up on what has happened in their lives since then . They 
are empirical studies, which can be used to evaluate 
the results of the education and training provided by an 
institution. In the case of TVET in the Philippines, they are 
a graduate survey or an alumni survey which serves as 
a simple tool to measure the relevance of the services 
and study conditions provided by TVET schools and the 
graduates’ performance in the labor market. 

Tracer studies bring together certain basic types of 
information concerning the level of employment, 

unemployment and underemployment among the 
graduates, the contemporary undergraduate experience, 
the first and current work position of graduates and the 
correspondence between educational qualifications and 
required work skills. 

2011 IES also relied on a tracer study to measure the 
external efficiency of TVET delivery, mainly in terms of 
the employment rate of graduates. The 2011 IES covered 
the CY 2009 graduates of both TVET Regular Programs 
(non-scholars) and the Scholarship Programs for all training 
delivery modes namely: Institution-Based, Enterprise-
Based and Community-Based. A total of 755,242 TVET 
graduates from the public and private TVET providers were 
covered by the study. 

Sampling Frame and Sampling Methodology: The 
list of CY 2009 TVET graduates of regular programs 
and scholarship programs from MIS 03-02 submitted to 
Corporate Affairs Office (CAO) by the regional/provincial 
offices served as the sampling frame/population from 
where the sample respondents were selected. 

Stratified random sampling was adopted in 2011 IES, with 
the regions as the identified strata. A confidence level of 
95% and .03 margin of error were adopted in determining 
the sample size. Systematic random sampling was applied 
in the selection of sample respondents per stratum. 
Sampling methods adopted in the 2011 study as well as in 
the previous 2008 study are listed in the Table 17 below:

Frequency of reporting

All training programmes under TESDA will undergo regular 
monitoring. The technical vocational institutes (TVIs) are 
required to file a report to TESDA provincial offices or 
district offices for the training imparted. The worksheet 

includes data to cover trainee characteristics personal 
information, education background, course/training, 
assessment and employment. A snapshot of the types and 
periodicity of publication is provided in Table 16.

Report Type Frequency

Enrolment Report Within 30 calendar days after start of program

Terminal Report Within 15 calendar days after end of training period

Copy Student Record Within 30 calendar days after end of every program

Table 16: Frequency of reporting

Source: Omnibus guidelines on program registration Unified TVET Program Registration and Accreditation System, 2007
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Year Methodology 

2008 Simple random sampling was used in the 2008 IES, with a margin of error of 3% and a confidence 
level of 95%.

2011 Stratified random sampling with the regions acting as the strata. A confidence level of 95% and .03 
margin of error were adopted in determining the sample size. Systematic random sampling was 
applied in the selection of sample respondents per stratum.

Table 17: Comparison of sampling methods used by TESDA in previous studies

Source: Impact Evaluation Study of TVET Programs, TESDA, 2008 & 2011

The unit of enumeration for the survey was the individual 
TVET graduate. The key informant was interviewed in cases 
where the sampled graduate was not available during the 
survey period. The key informants include relatives i.e., 
parents, children, spouse, siblings of the graduate who 
can provide the needed information. The study obtained 
clearance from National Statistical Coordination Board 
(NSCB).

Survey Instrument: The survey was conducted through 
a personal interview of the sampled graduates using 
a structured questionnaire. Key areas of enquiry in the 
survey instrument were the graduate’s profile, competency 
assessment and employment of graduate. On employment 
in particular, the instrument covered questions such as: 

 – whether or not the graduate got a job/employment after 
completing the course

 – how long it took to get the first employment after 
completing the course

 – whether the graduate is still employed at the time of the 
interview, 

 – the average monthly income of the graduate, 

 – the industry, nature and location of employment, and

 – usefulness of skills from the training.

D7. Reporting and Dissemination

Reporting

For all registered training programs, the TVIs are required to 
submit TESDA’s district/provincial office monitoring update 
reports after the start of training and are required to update 
it after the end of the training through the terminal reports. 
The following are some reports and their frequency that are 
mentioned in various TESDA documents:

The following is the process flow followed by TESDA: 

 – The district/provincial office submits the consolidated 
monthly report to the regional office.

 – In turn, the regional office submits the consolidated 
report to the national office



Figure 11: TWSP Financial and Administrative Flowchart

Source: An Assessment of TESDA Scholarship Programs, Aniceto C. Orbeta, Jr.and Michael Ralph M. Abrigo, September 2012
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D8. Governance

With regulatory authority to set standards, conduct 
training, facilitate assessments and, research and 
evaluation mandate, TESDA plays a critical role in the 
Filipino TVET ecosystem. The Planning Office, within 
TESDA, is responsible for dispensing the policy research, 
evaluation, project development, labour market information 
etc functions. The sixteen regional offices (and the 
provincial and district offices and TESDA administered 

schools under them) are another important division 
involved in directly in training and M&E activities. As 
highlighted earlier, monitoring activities and reporting of 
progress made against targets is conducted by the POs/
DOs. The performance data cascades upwards and is 
published by TESDA annually. 

A representative snapshot of TESDA’s organisation 
structure is presented in Figure 12 below

Figure 12: Representation of TESDA’s organisation structure (indicative of key divisions)

Source: TESDA website  
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D9. Key Observations

A review of TESDA’s approach to Monitoring and Evaluation 
indicates the following key features that could be used to 
inform the design of monitoring and evaluation approaches 
for other skills development programs:

1. Single national nodal agency responsible for skills 
development: TESDA is the national, nodal agency 
for skills development, responsible for driving all skills 
development programs and policies in the Philippines. 
This includes responsibility for monitoring and evaluation 
of such programs, and for engaging with regional and 
provincial stakeholders to deliver skills development 
programs. In the context of India, while the NSDA does 
not have regulatory authority as TESDA does, it does 
play the role of coordinating and harmonizing all skilling 
activities as well as quality assurance. It offers learning 
experiences for NSDA as well as they grow in their role 
as the singular national agency dispensing the quality 
assurance and standards development body.

2. Clear plan and measurable targets developed for 
skills development; clear link established between 
plan targets and budgets: Through the NTESDP, TESDA 
supports a 5-year strategy for skills development with a 
clear set of targets and indicators. These indicators and 
targets are further linked to annual budget allocations. 
In India, there is a need for a holistic and coordinated 
approach to skill development interventions, especially 
given the large number of institutions involved in training 

delivery. Since the intellectual capital for developing 
standards and mandate for coordinating skilling activities 
lies at NSDA, strengthening NSDA’s capacity and position 
to deliver this mandate could be critical and TESDA is a 
good reference to learn from and build further on.

3. Key indicators selected to highlight progress 
against national plans: While the NTESDP lists a 
set of indicators that measure internal efficiencies, 
effectiveness and external efficiencies, plan targets 
identify a few key indicators to report on nationally, 
two of which are the main focus – employability and 
certification rate. While these two indicators are the 
crux of any skill development or training intervention, 
for India there may be a case to look at additional  areas 
for strengthening skill ecosystem. Given the relatively 
lower investments in capacity development67, these are 
other areas for monitoring progress made and impact 
generated for India. 

4. Different types of studies conducted to gather 
data on the performance of skills development 
programs, including evaluation studies and employer 
satisfaction surveys: TESDA is responsible for annual 
monitoring and reporting of results, as well as for a 
biennial evaluation process. The evaluation studies rely 
on different survey tools to assess the employment, 
skills utilization and performance of trained candidates. 
TESDA also conducts other studies such as employer 
satisfaction surveys to understand employers’ views on 
the performance of employed TVET graduates.

67This refers to trainer of trainers/ training and certifying assessors/ appropriate infrastructure development or utilisation
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E.    Department of Higher Education and Training 
(DHET), Republic of South Africa

E1. About

In South Africa, the Department of Higher Education and 
Training (DHET) is responsible for one of the government’s 
twelve objectives, namely “to develop the human 
resources of the workforce in an inclusive way.” Prior to 
2009, responsibility for education and training in South 
Africa was divided between the Departments of Education 
and of Labour. This often led to challenges such lags 
in communication, and lack of co-ordination between 
departments. This paved the way for the formation of the 
DHET, bringing the college sector, adult learning centres, 
private institutions, the Sector Education and Training 
Authorities (SETAs), the National Skills Fund (NSF) and 
the regulatory bodies responsible for qualifications and 
quality assurance. Together, these form an integrated 
“post-school” system. South Africa also has a dedicated 
Government Department focused on Monitoring and 
Evaluation, known as the Performance Monitoring and 
Evaluation Department. 

Currently, the National Skills Development Strategy 
– III (2011 – 2016) is under implementation, focusing 
on institutional learning to address national skilling 
requirements. The previous strategies, i.e. NSDC-I (2000 
– 2005) and NSDS-II (2006 - 2010) on focused impacting 
lifelong skills and equity and quality in the skill development 
ecosystem respectively.

We refer to three key frameworks in describing the South 
African Government’s approach to M&E:

 – Policy Framework for the Government-wide 
Monitoring and Evaluation System (GWMES): This 
provides the overarching policy framework for M&E 
across the South African government.  It applies to all 
entities in the national, provincial and local government. 

 – National Evaluation Policy Framework (NEPF), 
outlined by the Performance Monitoring and Evaluation 
Department, is one set of policies which make up 
the GWMES. These set the standards for a minimum 
system of evaluation across government. The 
framework promotes quality evaluations which can be 
used to improve the effectiveness and impact of the 
government’s work. 

 – Monitoring and Evaluation and Reporting Framework 
for Technical and Vocational Education and Training 
(TVET) College Performance: The DHET has developed 

a specific M&E and reporting framework to support the 
performance of TVET colleges. The framework aims to 
integrate M&E in college planning, budgeting, policy 
development, governance and reporting. 

E2. Overview

According to the Policy Framework for the GWMES, 
monitoring and evaluation are defined as follows68: 

 – Monitoring: Monitoring involves collecting, analysing, 
and reporting data on inputs, activities, outputs, 
outcomes and impacts as well as external factors, in a 
way that supports effective management. Monitoring 
aims to provide managers, decision makers and other 
stakeholders with regular feedback on progress in 
implementation and results and early indicators of 
problems that need to be corrected. It usually reports 
on actual performance against what was planned or 
expected.  

 – Evaluation: Evaluation is a time-bound and periodic 
exercise that seeks to provide credible and useful 
information to answer specific questions to guide 
decision making by staff, managers and policy 
makers. Evaluations may assess relevance, efficiency, 
effectiveness, impact and sustainability. 

Figure 13 describes the policy framework for the GWMES 
in detail. It relies on three ‘data terrains’: 

i. Programme performance information: this refers to 
data collected by government institutions in the course 
of implementing the government’s policies. This 
includes, for example, output and outcome information 
collected at the provincial level for annual performance 
plans and budgets; the National Treasury is the lead 
institution responsible for this information.

ii. Social, economic and demographic statistics: 
this refers to information collected by Statistics 
South Africa through the census and other surveys, 
as well as statistics collected by other government 
institutions. Statistics South Africa is the lead agency 
in this area. 

iii. Evaluations: This focuses on the standards, 
processes, and techniques of planning and conducting 
evaluations and communicating the results of 
evaluations of government programmes and policies. 
The Presidency is responsible for developing an 
Evaluation Framework and other guidelines to facilitate 
the overall implementation of evaluation systems.

68Policy Framework for the GWMES, 2007
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Figure 13: Policy Framework of the Government-wide Monitoring & Evaluation System

Source: Basic Concepts in Monitoring and Evaluation, The Public Service Commission, Republic of South Africa, 2008
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1. M&E should contribute to improved governance

 – Transparency

 – Accountability

 – Participation

 – Inclusion

 – All findings are publicly available unless there are compelling reasons otherwise.

 – Use of resources is open to public scrutiny

 – Voice is provided to historically marginalized people

 – Traditionally excluded interests are represented throughout M&E processes.

2. M&E should be rights based

 – Bill of rights  – A rights based culture is promoted and entrenched by its inclusion in the value base for all 
M&E processes.

3. M&E should be development-oriented – nationally, institutionally and locally

 – Pro-poor 
orientation

 – Service delivery 
and performance

 – Learning

 – Human resource 
management

 – Impact awareness

 – Poverty’s causes, effects and dynamics are highlighted and the interests of poor people are 
prioritized above those of more advanced group

 – Variable reflecting institutional performance and service delivery are analyzed and 
reviewed, links are identified and responsive strategies are formulated 

 – Knowledge and appetite for learning are nurtured in institutions and individuals

 – The skills required for deliberative M&E are available, fostered and retained while the 
knowledge needed for strategic HR utilization is available and used

 – The possible impacts of M&E interventions are considered and reflected upon in plans and 
their actual outcomes are tracked and analyzed

4. M&E should be undertaken ethically and with integrity

 – Confidentiality

 – Respect

 – Representation of 
competence

 – Fair reporting

 – Processes ensure the responsive use of personal and sensitive information

 – Promises of anonymity and non-identifiability are honored and relied upon

 – Dignity and self-esteem is built amongst stakeholders and affected people

 – There is skillful and sensitive implementation of M&E processes

 – Those engaged in monitoring and evaluation fairly represent their competence and the 
limitations of their reports

 – Reporting provided a fair and balanced account of the findings

5. M&E should be utilization oriented

 – Defining 
and meeting 
expectations

 – Supporting 
utilization

 – M&E products meet knowledge and strategic needs

 – A record of recommendations is maintained and their implementation followed up

 – An accessible central repository of evaluation reports and indicators is maintained

Figure 14: Key Principles of M&E
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6. M&E should be methodologically sound

 – Consistent 
indicators

 – Data/evidence 
based

 – Appropriateness

 – Triangulated

 – Common indicators and data collection methods are used where possible to improve data 
quality and allow trend analysis

 – Findings are clearly based on systematic evidence and analysis

 – Methodology matches the questions being asked

 – Multiple sources are used to build more credible findings

7. M&E should be operationally effective

 – Planned

 – Scope

 – Managed

 – Cost effective

 – Systematic

 – As an integrated component of public management, M&E is routine and regularized

 – The scale of M&E reflects its purpose, level of risk and available resources

 – Conscientious management of the function leads to sustained on-time delivery of 
excellence

 – The benefits of M&E are clear and its scale is appropriate given resource availability

 – Robust system are built up that are resilient and do not depend on individuals or chance

Source: Policy Framework for the Government-wide Monitoring and Evaluation System, Republic of South Africa, 2007



Source: National Evaluation Policy Framework, 2011

E3. Results Chain

The National Evaluation Policy Framework outlines that a 
good quality (implementation) plan should explain the logic 
model (essentially the results chain), which shows the 

causal mechanisms between activities, outputs outcomes 
and impacts.  This can also be described in the form of 
a management pyramid, as shown in Figure 15, which 
follows the essential components of a results chain.

The levels in the results-based management pyramid are 
defined as follows:

 – Inputs: The resources that contribute to the production 
and delivery of outputs.

 – Activities: The processes or actions that use a range of 
inputs to produce the desired outcome.

 – Outputs: The final products, or goods and services 
produced for delivery.

 – Outcomes: The medium-term results for specific 
beneficiaries that are the consequence of achieving 
specific outputs.

 – Impacts: The development results of achieving some 
outcomes.

Plans should focus on achieving outcome and impact level 
results in particular. 

Figure 15: Results-based Management Pyramid
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E4. Indicators

For the discussion on indicators, we draw from the M&E 
framework for TVET college performance, as well as 
the DHET’s Annual Report, since these sources provide 
relevant examples of how indicators are used to track skill 
development specifically. 

To monitor the performance of TVET colleges specifically, 
DHET’s framework highlights the following broad 
categories of indicators69:

 – Input indicators: such as Annual Performance Plans 
and Operational Plans

 – Process or activity indicators: such as efficient student 
registration, and signed and implemented agreements/
contracts 

 – Output indicators: such as number of students placed 
for work-based exposure, increased throughput rate, 
and % certification in TVET colleges and programmes 

 – Outcome indicators: such as increased success in 
programmes leading to intermediate and high level 
learning

 – Impact indicators: such as increase in employability of 
TVET college graduates 

Another useful example of indicators tracked by DHET, are 

those mentioned in its Annual Report. The Annual Report 
for 2015-16 uses the following key indicators to track the 
performance of Vocational and Continuing Education and 
Training: 

 – Headcount enrolments in TVET colleges (number)

 – Certification rates in TVET qualifications (%)

 – Lead time to issue certificates to qualifying candidates 
(months)

 – Percentage of public TVET college examination centres 
conducting national examinations and assessments in 
compliance with national policy (%)

 – TVET throughput rate (%)

 – Students accommodated in public TVET colleges 
(number)

 – Qualifying TVET students obtaining financial assistance 
(number)

 – TVET lecturers undergoing specified hours of work in 
their industry for specified periods every two years from 
2019 (%)

The following table highlightes the key questions to 
consider at different levels, when formulating the indicators 
to measure the performance of TVET colleges.

69This list is adapted from M&E and Reporting Framework for TVET College Performance, DHET, 2015

Inputs Process (Activities) Outputs Outcomes Impact

Is the money being 
spent in the correct 
way?

Do we have the 
information we need?

How many people 
have we reached?

What is the 
immediate behavioral 
effect of our service?

What is the 
long term or 
lasting effect on 
people’s lives?

What has 
changed in the 
community 
or systems 
because of our 
work?

Are we within 
budget?

Have we planned Who have we 
reached and with 
what services?

What is the medium 
term effect?

Do we have 
sufficient funds and 
resources?

Are people equipped 
to do the work?

Are we on target in 
terms of reaching 
people?

How are partners 
acting differently 
because of our work?

Are our human 
resources 
sufficient?

Do we have 
appropriate guidelines 
or quality controls?

Are we being cost 
effective?

What difference are 
we making?

Figure 16: Key elements to formulate indicators at all levels

Source: Monitoring and Evaluation and Reporting Framework for TVET and Training College Performance, 2015



E5. Developing a Monitoring and Evaluation Plan

For TVET colleges specifically, policy guidelines state that 
monitoring and evaluation will be conducted in terms of 
five themes (see below).  Each theme will be accompanied 
by corresponding input, process, output, outcome and 
impact indicators, against which progress will be tracked. 
Each theme may relate to individual monitoring and 
evaluation plans to be implemented by relevant agencies 
within the Vocational and Continuing Education and 
Training (VCET) Branch. VCET is the branch entrusted with 
administration of TVET Institutions.  In the end, all M&E 
activities should collate in a branch M&E report. 

The five themes that form the basis of the Monitoring and 
Evaluation framework for TVET colleges are: 

1. Governance and Management refers to development 
and adoption of policies and standards for effective 
functioning of operations. This theme includes:

 – Adoption of Governance standards and norms

 – Operational plans

 – Annual Performance

2. Growth, Expansion and Access highlights the youth’s 
aspiration to improve skills and seek opportunities in 
higher education. This theme includes:

 – Recruitment and selection

 – Utilization of infrastructure

 – Diversified programmes along with qualification

 – Financial support

3. System Efficiency refers to institutional capabilities to 
deliver training. This theme includes:

 – Data reporting and documentation

 – Student - Trainer ratio

 – Capacity Utilization

4. Academic Quality and Success defines the need 
of improvement of quality to increase success in 
completion of programmes/courses. This theme 
includes:

 – Academic support including advisory services

 – Teaching and Learning support

 – Assessment and Certification

5. Partnerships to be established and implemented with 
workplaces for following:

 – Development in Higher education learning

 – Meet adequate employment opportunities

 – Linkages with Industry

The development of M&E plans and the process flow for 
M&E activities is shown in the following Figure:

Learnings from International Practices in Monitoring and Evaluation      71



Source: Monitoring and Evaluation and Reporting Framework for TVET and Training College Performance, 2015

Figure 17: Conceptual Process of Monitoring and Evaluation
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Figure 18 describes the framework for TVET college 
performance monitoring, evaluation and reporting. For 
each theme, the framework contains relevant indicators at 
input,process, output, outcome and impact levels. While 

not shown in the Figure below, the framework also lists for 
each theme, the sources of measurement and reporting, 
the frequency of reporting, and assumptions.  

Themes Input Process Output Sub Output Outcome Impact

Governance & 
Management

 – Development 
and adoption 
of gover-
nance stan-
dards and 
operational 
policies

 – Strategic 
(SP), annual 
performance 
(APP), oper-
ational (OPS) 
plans 

 – Effective 
governance 
according to 
standards and 
policies 

 – Implementation  
of M&E plans 

 – Achievement 
of college 
compliance 
targets

 – Approval of 
strategic, annu-
al performance 
and operational 
plans

 – Implemented 
teaching and 
learning (T&L) 
as well as stu-
dent support 
services (SSS) 
plans to im-
prove quality 

 – % com-
pliance to 
governance 
standards

 – % com-
pliance of 
examination 
centres with 
national policy 

 – Number of 
adopted and 
implemented 
policies

 – Mechanisms 
developed 
to effectively 
govern and 
steer the 
TVET sector

 – Well-gov-
erned and 
functional 
TVET sys-
tem

Growth, 
Expansion & 
Access

 – Access 
mechanisms 
enabled for 
student reg-
istration in 
appropriate 
programmes 
and diverse 
modes of 
delivery

 – Efficient stu-
dent registra-
tion

 – Correct 
(appropriate) 
and relevant 
programme 
enrolment 

 – Achievement 
of headcount 
enrolment and 
student ac-
commodation 
target 

 – Achievement 
of target for 
students that 
are financially 
supported

 – No. of 
registered 
students 
in various 
programmes 
and different 
modes of 
delivery.

 – No. of new 
entrants 
& newly 
infrastructure 
built

 – Increased 
access 
to enable 
growth and 
expansion of 
TVET sector 

 – Increased 
access to 
interme-
diate and 
high level 
learning and 
occupation-
ally directed 
programmes

 – Delivery of 
an appropri-
ately skilled 
workforce 
that could 
be em-
ployed (self 
or in formal 
economy)

Figure 18: Framework for Monitoring, Evaluation and Reporting
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Themes Input Process Output Sub Output Outcome Impact

System 
Efficiency

 – Put in place 
efficient and 
functional 
systems and 
processes

 – Standardised, 
efficient and 
functional 
processes

 – Effectual 
management of 
TVET systems 
to be function-
ing smoothly

 – Effectual man-
agement of all 
resources (i.e. 
funding and 
finances, HR, 
infrastructure 
and facilities)

 – Credible infor-
mation man-
agement and 
data reporting 

 – No. of mon-
itoring and 
verification 
evaluations 
in which 
requirements 
for quality are 
met 

 – No. of vacant 
posts 

 – % occupation 
and utilisation 
of college 
facilities 

 – % of facilities 
in need of 
maintenance 
or not meet-
ing safety 
or other 
standards 

 – Effective and 
financially 
sustainable 
manage-
ment of 
TVET Sector

 – Increased 
business ef-
ficiency and 
excellence 
to support 
teaching and 
learning

 – Functional 
and financial 
sustainable 
systems

Academic 
quality & 
Success

 – Mechanisms 
established 
to improve 
quality of 
teaching and 
learning and 
academic 
performance

 – mplementation 
of mechanisms 
to improve qual-
ity of teaching 
and learning 
and academic 
performance, 
e.g. T&L and 
SSS plans as 
well as bridging 
and founda-
tional learning 
programmes

 – Achievement 
of certification 
targets for exit 
levels 

 – Increased 
throughput 
rate 

 – Achievement 
of foundation-
al learning 
targets 

 – % certifica-
tion in TVET 
qualifications 
and pro-
grammes (i.e. 
NC(V) L4, N3 
and N6) 

 – % through-
put and % 
progression 
rate

 – Number of 
established 
centre/s of 
specialisation 
(COS)

 – Number of 
students 
(headcount) 
completing 
artisan-related 
programmes

 – Increased 
success in 
programmes 
leading to 
intermediate 
and high 
level learning

 – Increase in 
trained man-
power that 
have been 
prepared for 
employment 
or further 
progression

 – Delivery of 
an appropri-
ately skilled 
workforce 
that could 
be em-
ployed (self 
or in formal 
economy)



Themes Input Process Output Sub Output Outcome Impact

Partnerships Mechanisms 
established that 
enable partner-
ships for these 
purposes: 

 – Articulation 
or progres-
sion into 
higher edu-
cation (HE) 
learning

 – Preparation 
for employ-
ment (self 
or in formal 
economy)

 – Artisan de-
velopment

 – Effective 
management of 
partnerships 

 – Signed and 
implemented 
agreements/
contracts 

 – Compliance 
with service 
and reporting 
requirements 

 – Staff capacity 
to effectively 
manage part-
nerships

Partnerships 
established and 
implemented for: 

 – Articulation or 
progression into 
higher educa-
tion learning

 – Placement of 
students and 
lecturers in 
workplaces for 
work based 
exposure

 – Artisan develop-
ment

 – No. of 
signed and 
implement-
ed agree-
ments with 
other PSET 
institutions 
for student ar-
ticulation into 
HE learning

 – No. of 
signed and 
implemented 
agreements 
for student ar-
ticulation into 
occupational 
programmes 

 – No. of 
students 
and lecturers 
placed in 
workplaces

Increased 
access and 
success to:

 – Programmes 
leading to 
intermediate 
and high 
level learning

 – Occupation-
ally directed 
programmes 
with a spe-
cific focus 
on artisan 
development

 – Increase in 
employabili-
ty of trained 
manpower 
so as to 
address 
poverty and 
unemploy-
ment

Source: Adapted from Monitoring and Evaluation and Reporting Framework for TVET and Training College Performance, 2015

In terms of evaluation, the National Evaluation Policy 
Framework notes different types of evaluations, described 
in Figure 19. Diagnostic evaluations assess the current 
situation prior to an intervention, to inform intervention 
design. Design evaluations help to analyse the logic 
model either before a programme starts or during 
implementation, to see whether the programme logic is 

working. Implementation evaluations examine whether 
an intervention’s objectives are being met or not and why. 
Impact evaluations measure changes in outcomes that are 
attributable to a specific intervention. Economic evaluations 
consider whether benefits of a policy or programme 
outweigh the costs. 
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Design

Inputs

Activities

Outputs

Outcomes

Impacts

Diagnostics

What is the underlying situation 
and root causes of the problem

Design Evaluation

Assess the theory of change

Economic Evaluation

What are the cost-benefits?

Implementation 
Evaluation

What is happening 
and why

Impact Evaluation

Has the intervention 
had impact at outcome 
level, and why

Source: National Evaluation Policy Framework, Performance Monitoring and Evaluation Department, The Presidency – Republic of South Africa, 2011

Figure 19: Types of Evaluation



The above Framework also describes that the Department 
of Performance Monitoring and Evaluation (DPME) will 
develop rolling three year and annual national evaluation 
plans, which will be approved by Cabinet. Offices of 
the Premier should draw up similar evaluation plans in 
provinces, as should national departments. Departments 
can choose to do additional evaluations.

The Framework document also specifies that evaluation 
costs should be budgeted for. It indicators that evaluation 
costs are typically 0.1%-5% of an intervention’s budget, 
depending on size (large programmes would need 

proportionately less). These costs should be factored into 
annual budgets. Costs will depend on the complexity of the 
evaluation. 

E5.2 Risk Assessment

The framework for monitoring and evaluating TVET colleges 
recognizes that there could be several risks and challenges 
involved in the M&E process and activities. It lists these 
risks and also proposes measures to manage the risks, 
with suggested time-frames. Table 18 provides some 
details on the types of risks that have been identified by 
DHET and corresponding action to mitigate these. 

In the Indian context, developing of a risk assessment 
framework and recommending mitigation actions 
could address the potential complexities arising from 
managing training delivery through the numerous and 
diverse schemes in India. Across sectors, with nearly 
70+ schemes70 and 22 ministries involved, scheme 
administrators could face risks numerous risks, in turn 
affecting achievement of targets. A well-structured 
and proactive (as opposed to reactive approach to risk 
management) could enable pre-empting of quality gaps 
that may arise. 

E6. Methodology and tools for data collection

Information on the types of methodology and tools for 
data collection is limited. However, the National Evaluation 
Policy Framework provides some general guidance 
on the approach and methodology for evaluations: A 
range of methodologies may be appropriate, and the 
methodology must serve the purpose of the evaluation. 
A wide range of research techniques and data sources 

can be used, depending on the evaluation object and the 
evaluation questions at hand. However, evaluations must 
be systematic, structured and objective and must use 
defensible techniques for data collection and reliable data 
sources. 

E7. Reporting & Dissemination

The National Evaluation Policy Framework 2011, 
recommends various types of evaluation report types used 
at different stages of an initiative. The National Evaluation 
Policy 2011 highlights use of summative and formative 
assessments (or evaluation) methods. Factors governing 
the choice of evaluation study depend on “different objects, 
purposes and questions”. 

Additionally, it is also clearly mentioned that any evaluation 
exercise must be closely linked to the results chain 
prepared for the program or project with a larger objective 
of establishing minimum national standards. These are 
described in detail in Table 20.

Risk statement Intervention Time frames

Late and non-submission  of TVET college 
quarterly M&E reports

Colleges will be recorded as non-compliant 
to governance standards and accordingly 
advised for corrective action.

Quarterly

Quality in completion and non-completion of 
reports

Return of reports for full compliance Quarterly

Non-compliance with PFMA Support colleges in terms of status of audits Annually

Table 18: Types of risks

Source: Monitoring and Evaluation and Reporting Framework for TVET and Training College Performance, 2015

70List of Central Government skill schemes, NSDA website, November 2016
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Type of 
Reporting

Explanation Timing

Diagnostic 
Evaluation

This is preparatory research (often called ex-ante evaluation) to ascertain 
the current situation prior to an intervention and to inform intervention 
design. It identifies what is already known about the issues at hand, the 
problems and opportunities to be addressed, causes and consequence, 
including those that the intervention is unlikely to deliver, and the likely 
effectiveness of different policy options. This enables the drawing up of 
the theory of change before the intervention is designed.

At key stages 
prior to design or 
planning

Design 
Evaluation

Used to analyse the theory of change, inner logic and consistency 
of the programme, either before a programme starts, or during 
implementation to see whether the theory of change appears to be 
working. This is quick to do and uses only secondary information and 
should be used for all new programmes. It also assesses the quality of 
the indicators and the assumptions.

After an 
intervention has 
been designed, 
in first year, and 
possibly later

Implementation 
evaluation

Aims to evaluate whether an intervention’s operational mechanisms 
support achievement of the objectives or not and understand why. 
Looks at activities, outputs, and outcomes, use of resources and the 
causal links. It builds on existing monitoring systems, and is applied 
during programme operation to improve the efficiency and efficacy of 
operational processes. It also assesses the quality of the indicators and 
assumptions. This can be rapid, primarily

Once or several 
times during the 
intervention

Impact 
evaluation

Seeks to measure changes in outcomes (and the well being of the 
target population) that are attributable to a specific intervention. Its 
purpose is to inform high-level officials on the extent to which an 
intervention should be continued or not, and if there are any potential 
modifications needed. This kind of evaluation is implemented on a case-
by-case basis.

Designed early 
on, baseline 
implemented early, 
impact checked at 
key stages e.g. 3/5 
years

Economic 
evaluation

Economic evaluation considers whether the costs of a policy or 
programme have been outweighed by the benefits. Types of economic 
evaluation include:  
• cost-effectiveness analysis, which values the costs of implementing 
and delivering the policy, and relates this amount to the total quantity 
of outcome generated, to produce a “cost per unit of outcome” 
estimate (e.g. cost per additional individual placed in employment); and 
• cost-benefit analysis (CBA), which goes further in placing a monetary 
value on the changes in outcomes as well (e.g. the value of placing an 
additional individual in employment).

At All stages 
specially ex ante 
and ex post

Evaluation 
synthesis

Synthesising the results of a range of evaluations to generalise findings 
across government, e.g. a function such as supply chain management, 
a sector, or a cross-cutting issue such as capacity. DPME will undertake 
evaluation synthesis based on the evaluations in the national evaluation 
plan and do an annual report on evaluation.

After a number 
of evaluations are 
completed

Table 19: Types of Evaluation Reporting across the South African government

Source: National Evaluation Policy Framework, 2011



The Policy Framework for the GWMES provides three key 
guidelines for the reporting and dissemination process:

i. M&E Repository: Each institution’s M&E strategy 
should identify a central point at which M&E outputs 
should be lodged and stored for ease of access and to 
ensure they are known about and to encourage their 
utilization. The core of a central M&E repository should 
be a reliable and easily accessible catalogue of studies 
and their findings and recommendations that is available 
to any interested party. The institution should make 
these easily available via the internet.

ii. Follow up: The catalogue of M&E studies, findings 
and recommendations referred to above should be 
used periodically to check what follow ups have been 
done and whether M&E recommendations are being 
implemented. A report on this matter should be 
provided by the institution’s Accounting Officer to its 
Executing Authority and oversight bodies at least every 
three years.

iii. Knowledge sharing: Institutions need to find ways of 
sharing the knowledge and wisdom generated through 
their M&E processes. One way of doing so is the use 
of M&E Forums which are being successfully used in 
some provinces. 

E8. Governance 

According to the Policy Framework for GWMES, the 
structure of the M&E function within different government 
organizations can either be centralized through a 
specialised M&E unit, or decentralized to components 
within the organization. Regardless of the structure, it must 
have sufficient visibility within the organization. Sufficient 
authority to officials with M&E system management 
responsibilities can ensure that M&E findings inform policy 
and programmatic decision-making and resource allocation.

DPME is responsible for ensuring that the evaluation 
system operates with sufficient quality. In order to fulfil this 
role, the National Evaluation Policy Framework specifies 
that DPME will: 

 – Be involved in evaluations in the national evaluation 
plan, e.g. reviewing TORs, reviewing the methodology 

in proposals, being part of steering groups, reviewing 
evaluation documents, ensuring that key systems are in 
place like steering groups 

 – Develop a national panel of evaluators;

 – Ensure a set of competences and standards for 
evaluators are developed and applied; 

 – Provide guidance through standardised procedures and 
practice notes; and

 – Undertake meta-evaluation of evaluations. 

DPME will also monitor progress with evaluations and will 
ensure that evaluations are carried out to measure the 
impact of evaluation itself. It will report on the findings to 
Cabinet.

E9. Key Observations

Our review of the M&E processes followed by the 
government of South Africa provides the following insights:

1. Overarching Policy Framework for the Government-
wide Monitoring and Evaluation System (GWMES): 
South Africa has developed an overarching framework to 
guide monitoring and evaluation activities across different 
government departments. Importantly, the Policy 
Framework for GWMES expects that every government 
institution must formally adopt an M&E strategy. In the 
Indian context, a single national framework to guide 
monitoring and evaluation across different government 
departments – this would be an ambitious and long-term 
exercise. A shorter-term goal could be the development 
of a single M&E framework to guide skill development 
programmes, something that NSDA is already working 
towards. 

2. Different types of evaluation studies conducted to 
encourage learning: The National Evaluation Policy 
Framework describes different types of evaluations 
viz. diagnostic, design, implementation, impact and 
economic evaluations.  The choice of evaluation depends 
on what questions the evaluation needs to answer. 
A similar approach could serve skill development 
programmes in India, where different types of studies 
could be conducted depending on the learning objective.
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Conclusion



The core objective of M&E efforts, across institutions, is to 
strengthen decision making and improve achievement of 
desired results. In the Indian context, in order to achieve 
desired results in a coordinated and efficient manner, 
across all central and state institutions, a common, 
minimum standard for M&E will strengthen achievement 
of output and outcomes i.e… skilled labour and improved 
earning capacity. It is well recognized and widely accepted 
that results-based monitoring is the foundation of most 
new programmatic interventions and in turn the M&E 
framework’s designed therein.

Our research highlighted that in order to design a robust 
M&E framework there are certain key elements that 
are important namely, a results chain, list of indicators, 
monitoring and evaluation plan, methodology, reporting and 
dissemination and governance. For the skill sector in India 
a shift towards a results based monitoring approach itself is 
the first step. 

Specifically regarding the key elements mentioned above, 
we observed that one of the first decisions undertaken 
at the planning stage is preparation of a results chain. A 
clearly defined results chain will not only bring transparency 
regarding the means to achieve desired goals, it will also 
bring rigour and accountability among those responsible 
for design of skilling schemes. A well-defined results chain 
should communicate the causal sequence of actions and 
results that are expected to achieve desired goals. These 
will in turn also inform the indicators or metrics that can 
be used to track progress made and results achieved at 
all levels - output, outcome and impact. Institutions such 
as ADB and World Bank are able to formally align project/
programme goals with larger country or thematic goals. 
In a similar vein, it is important to understand how all 
schemes together help achieve the larger vision under Skill 
India and contribute to the achievement of other priority 
areas such as Make in India, Digital India etc. Coordinating 
all skilling efforts and linking it to common goals for skill 
enhancement, labour productivity.

Preparing a master list of indicators to track progress 
(through monitoring) and measure results (through 
evaluation) will ensure a common, minimum set of metrics 
being tracked across schemes. This will also help MSDE 
benchmark impact created by different kinds of schemes/ 
interventions, identify well performing schemes and 
cross pollinate good practices. Tracking performance of 
schemes in isolation will hamper efficient achievement 
of larger goals of transforming India into a skilled labour 

supplying nation. Our observations of typical indicators 
tracked by TESDA and DHET highlight the focus on 
the training capacity or training infrastructure71 such as 
number of qualified trainers and/or assessors, high quality 
assessment tools, model curricula etc. To ensure quality 
of trainees meets industry needs, tracking such indicators 
also essential. 

Next, developing a robust monitoring and evaluation plan 
that establishes the mechanism for M&E, baseline and 
information flow will formally institutionalize M&E activities. 
Such M&E plans should be an essential component of 
project plan itself. Institutions such as the ADB have well 
defined and standard formats (the DMF) that capture 
similar information across projects/ programmes. In the 
case of TESDA, the pre-determined targets (for main 
indicators) are also an essential component of decision 
making at the planning stage. This will resonate to decision 
makers in the Indian context as well. However, determining 
targets is only one aspect of developing a monitoring and 
evaluation plan.    

In order to operationalize collection of data for monitoring 
or evaluation activities, it is important to adopt efficient and 
effective methods. While data collection during monitoring 
is part of ongoing project management activities, evaluation 
studies are more complex exercises. Higher level results 
(outcomes and impact), usually measured after a period of 
time, must be assessed by independent bodies. Guidelines 
for choosing data collection methodology as well as next 
level guidelines on sampling approach are commonly 
observed. These ensure comparability of study findings. 
In the case of evaluation studies, India could learn from 
the use of tracer studies by TESDA, group discussions/ 
surveys/ interviews by ADB or quantitative vs qualitative 
study choices offered by ILO. It is important to note is that 
in most cases, institutions recommend a basket of options 
and guidelines on how to choose the type of study and that 
this would be relevant in the Indian context as well.

Formats for reporting monitoring results or evaluation study 
findings vary by institution. What is important to note is 
that within a country of institution, a common standard 
approach is followed. Be it the use of IRIS templates (ILO) 
and periodic status reports (World Bank) for monitoring or 
impact assessment reports (EVAL, World Bank), all cases 
highlight a set of commonly prescribed reporting formats. 
These standard reporting formats are accompanied with a 
pre-determined dissemination strategy. While monitoring 
indicators are tracked and information cascaded through 

71Refers to soft and hard infrastructure such as qualified trainers, assessors, qualifications aligned to national standards, curricula, labs, building etc
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information management systems/ dashboards, findings 
from evaluation studies require a more structured 
approach. The DHET recommends M&E forums organized 
in provinces. The World Bank can recommend enlisting 
communication specialists to organize dissemination 
forums for sensitive findings. At most multilateral 
agencies, all stakeholders (within the organisation and 
the beneficiary) are provided a digital copy of the study 
findings. This is a defined responsibility of either project 
managers or evaluation managers. Critically, the Indian 
TVET ecosystem must institutionalize a feedback and 

follow up mechanism. This is essential to track applicability 
of recommendations and can inform future interventions.

The final key element of an M&E framework is 
governance. For large scale training activities, especially 
those institutionalized by governments, data gathering 
responsibility starts at the ground level (district/ province) 
and cascades upwards to a central institution ( for example: 
refer to TESDA case). In India, with large scale and long 
term training interventions being conducted by various 
institutions, there is a need to learn and adopt similar 



mechanisms. Clearly defining roles and responsibilities and 
corresponding information flow is essential for sustainable 
M&E activities. An important decision in this regard is 
the identification of an independent body to conduct (or 
commission) evaluation studies. As a best practice, there 
should be no overlap in day-to-day decision making and an 
evaluation study. The designated body/ individual should 
not have responsibilities vis-à-vis programme functioning. 
In India, with NSDA being an independent stakeholder in 
the skill ecosystem, there is an opportunity to equip NSDA 
with evaluation capability.

In conclusion, while the contents of the case studies do 
not cover each and every aspect of the M&E frameworks, 
they do highlight key elements common to most. At the 
very least, these case studies, should inform the process 
of designing the M&E framework for skilling schemes in 
India. The abovementioned ‘key elements’ can form the 
skeleton of the M&E framework for skills in India. The 
diversity in design of each element across institutions offer 
a range of options for India and offers multiple routes to 
adapt the international practices to the Indian context.

Learnings from International Practices in Monitoring and Evaluation      83



References



1. Asian Development Bank Annual Report, 2015

2. Guidelines for preparing a design and monitoring 
framework, ADB 2016

3. BAN: Skills Development Project, Draft Design and 
Monitoring Framework, ADB, 2008

4. Impact evaluation - The experience of the independent 
evaluation group of the world bank, IEG

5. Monitoring and Evaluation - Tips for strengthening 
organizational capacity, World Bank Small Grants 
Program, World Bank, 2007

6. 10 steps to a results based monitoring and evaluation 
system - Jody Zall Kusek,  Ray C Rist, World Bank, 
2004

7. Skills Development Impact Evaluation – A practical 
guide, 2011

8. Guidance Note 1 on Monitoring and Evaluation of 
Decent Work Country Programmes, ILO, EVAL, 2012

9. ILO Policy Guidelines for Results-Based Evaluation: 
Principles, rationale, planning and managing for 
evaluations, ILO, 2012

10. The national technical education and skills development 
plan, 2011-2016, TESDA, 2011

11. Omnibus guidelines on program registration Unified 
TVET Program Registration and Accreditation System, 
2007

12. National Evaluation Policy Framework, Performance 
Monitoring and Evaluation Department, the Presidency 
– Republic of South Africa, 2011

13. Monitoring and Evaluation and Reporting Framework 
for TVET and Training College Performance, 2015

14. Basic Concepts in Monitoring and Evaluation, The 
Public Service Commission, Republic of South Africa, 
2008



© KPMG 2015. Insert copyright information here. Imagnimus inciis sed maximus, acepedi psandi occum qui coribus et et volumquia volo con pe quis ipsae con experfe 
raerovition pariorem fuga. Ita cores doluptae pro consed mi, ut et adi bea cus sum il magnita tiunteseque sae vel modi rem con errorpor sendiciendes et, optate est, sin non 
pro dolenda nimint ea doluptur sapernatius eum facernam adipit ex es inverferum eventio rempos inus exererum solutet la quia suntotatem explique mi, comnis es molut 
eic tem excestis et ellautes.

kpmg.com/socialmedia kpmg.com/app


